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1 51558

1.1 RLHF {5 )y Ptk

e E—idid, FATEM N4 T RLHF (Reinforcement Learning from Human Feedback) 1523 7
T, fFE:

Lo WeB i (SFT): v e B ORI R, A5 0046 5 mser
2. RIMEIRENGR: WA br dlior > iR 8 rg (2, y)
3. PPO fiifb: HEMERA(ES, ilid PPO BRI SRS

9% RLHF 7ES2 B P BUS T H R (W1 ChatGPT. Claude %5 ), {HEfFAE—LL B E 1 FIR
P

#Eid 1.1 (RLHF () TR 7).
L R 2 A PPO YIZBrBems 2 A s 4 s :

* SRR g (Actor, FR{ILAL)

© ZERM mer (VR%S, MT KL 5)
o RN vy (RES, MITIT5E )
o [HERBEIA V,, (Critic, F#{LfL)

XX GPU AR T AR R 20K

2. WEEARASE: PPO W RGBS (A . KLIESER 8. GAE &5 )\ %), &
PRI

3. RAECRAK: PPO RAELRIE, T ZONW A0SR R FER s, JCIR e A i s e er
e/

4. B TSI GAE. # AR, (HRE0IGRF 2 4, RS RER.

1.2 DPO [k
HEE WAL (Direct Preference optimisation, DPO) [{#%.(» BAH 2
24w A Rt BRI 2], R i 4 B DL T SR .

DPO 1) 5 i %52 - 76 RLHF 1 H R8T, smiUsemss — MU, nlT AR Rl edeon
RIS BRI, R, FRATRT AR Bradley-Terry fi A5 2 i (9 Sl 45 ks (9 sk 4%, AT AS:
B EEAE T RS EUN UK R AL

#:id 1.2 (DPO [HIHLH).
o Wi KRR RIS ZRAY) , T2 BRI R 4L
s R AN ERWERE, IIgRE, TS
AL T DAERTE A FIgR, ToRRAELOR A
o BBSEHY: 7E—E SR, DPO Wy LMR S RLHF (0L

2 M\ RLHF %] DPO 11524 S
A7/ DPO B9#Z.Lr, FATRF RLHF B9 HARREH &, —5 245 DPO K912 s %K.

3



2.1 RLHF H x5yl
[m] @i RLHF # PPO Ak H AR FERKRAL Il A (RIS, B i SR e AN i 25 5 28 TR e
& X 2.1 (RLHF {46 HA5).

H}F%X ExNDEy~7r9(~|ac) [’/"(:Z,‘, y)] - B “Eznp [KL(WO('|$)|’7Tref('|:E))] )]

Horp:
o r(w,y): RhEE (R )
o Trer: SN (2 SFT Ki)
© B>0: KL T AREL, 45 SRS 2P
« D: prompt {431
K HAReREURIT, KT RIER 2
J(mo;0) = Byory (2 [r(@, )] = B - KL(7o (-]2) || Tres (- |2))

= mo(ylz)r(z,y) ﬁzﬂe ylz) log ———= moylz) @)
; Wref(y‘x)

2.2 I oI I

T ARIRN TR AR AU 70 X2 DPO R KB IR
PR 2.1 (R AR B ). XTI B eq. (1), SRR -

() = 5ol e (;w)) 3

ooy ee g (H—feiig) e
Z(x) = ) merlyla) exp (;r(w,y)> )
Y



ALY
Proof. ATV 2L 3R RIEX A LI ARAAL P o
U1 GBI H R
HMs o (-|z) R— MR, FTEWRIT AR 3, mo(y|z) = 1.
T B H RN -

Lime, ) = 3 molylz)r(@y) — B mo(yle) log ~LUD)

Tret(y| )
+ A (1 — Z F@(y|$))

Y

LR 2 X mo(yle) KT
XFRAy, X mo(ylz) K5

oL
Omg(ylz)

r(z,y) — Blog ff(g’y'g) —B—2=0

B 3 il mo(y|x)
LA

mo(y|T) = mret(y|T) exp <r(m,y)> exp <_1 _ /\>

LR 4: FIHH A0 5 5
Y, moylz) = 1:

> mret(ylz) exp (W) exp (—1 = ;) =1

exp (—1 - ﬁ) > Tet(y]e) exp (r(x,y))

8
E SCHE Sy BREC:

Z(z) = 3 mrer(yle) exp (T@; y>)

y:

(k) = ol exp (“9; y))

TEIL 2.1 (eI SRS 1) ELULERA).



o IRPEHRMEE SR BER R A
o RahErE y ARPGIOR (FRA exp(r/B))
o MR y BRG]
o BAEHIEIIIREE : B /NHREEHE, B KINHREELRST
© B oo lf, T = mer (SEELRST)
« B — OmF, T R 3R il iR g ) A

2.3 PNIpefRLSHEmS I2 A 5 il ek 4
ERL 2045 T Sk R, RFMKENKFR . DPO HXELIRIE R K . MIRIERR I .
SEPR 2.2 R R AR FR). AR 2 AL AR eq. (DRYERDCTRNE , 2R3 R ECAT AR A

7 (y|z)
ref(y|$)

r(z,y) = Blog — + Blog Z(x) (5)

Proof. MEUsRIGIIZIER eq. Q)& :

7 (4l0) = g (vl exp <T<w7y>>

g
PR IBORS
log 7* (y|z) = —log Z(x) + log mrer(y|z) + r(“; v)
fR r(z,y):
r(z,y) = Blogm* (y|lz) — Blog met(y|x) + Blog Z(x)
= Blog g:f((yy'g) + Blog Z(x)

L 2.2 (BRI 3. A5 eq. (5)FM:
o SZPRTT DA SRR R o
» Blog T\ 5 (R AW 55 SEM KT ) o 199" ider L e

Tret (Y|)
* Blog Z(x) &— AT « By H
KNS TER AR, Blog Z(z) 280l 2.

2.4 Bradley-Terry F5i%[n] )i
e E—dFr, FRATNE T Bradley-Terry B8, 53 HL RS2 R BUHAZ O N Z

a2 Y 2.2 (Bradley-Terry Bi7). i Mt y A—MNEEMTES S r(z,y) € Ro B ALK
WA v Ay B, RS v BN

exp(r(z,y1))
exp(r(x,y1)) + exp(r(x, ya

Hiro(z) = 1+1 +2& sigmoid pR%L.

P(y1 = yolz) = ) =o(r(z,y1) —r(z,y2)) (6)




BRI B L2

o UNZE (2, 1) — (@, y2) R, y Blw I AR
* 2z, y1) = r(x,y2) B, PIEPURE TSRS 50%
* Sigmoid pRECRT 225 2= Wi AR 25 ] (0, 1)

#T Bradley-Terry SR AT (IEMBEVAUNBRRLRIHES:) , 152 W E—PFR0%E 10.2

T

2.5 fQCA Bradley-Terry {57!

PUAER B 2 il 16 A Bradley-Terry i AR

SR 2.3 (DPO FRAARE). KX 20 eq. (5)fCA Bradley-Terry #5154, 155

7Tref(yw|13) 7Tref(3/l|$)

wa>mm=o(m%

(7

Proof. AR I AN

r(z,yw) — r(z,y) = (B log Wr:f((?;w”m)) + plog Z(x ))

- <Blog () +ﬁlog2(x)>

Tret (Y1) )
T (Yo | ) _ 8lo (| x)
7Tref(yw |l’) Wref(yl ’$>

= flog

R Blog Z(x) WHHHET -
A Sigmoid:

T (Y |) 51 7r*(z;ulfﬁ))

P(yw = yi|lz) =0 | Blo 0
(y yl| ) (B gﬂ'ref(yw|x) gﬂ'ref(yl|$)

I 2.3 (L7 BB 20). BLA3 BR%L Z (o) HY9H 22 DPO RERS TAER)CHE
o AT ZATRME AL B E 73 R ER
o fim AR SR T SRS A A LA B RO L
o DT ARSI S T e

2.6 DPO 5% s S

PAEFA TR ATFE] DPO F451 5K R AR o

£ 2.3 (DPO $1 K B0, A RMIERRSE D = {20,401, DPO i %k

LR :
B A:

XA

7o (Yo |) o mo(y1|x)

g
Wref(yw’x) Wref(yl’$)

Loro(0) = ~E(zy,, y)~p [loga <ﬁ log

)

PREICH TR L

®)



FEAATHE X :

N QING! (D)) (1)

R 1 o (yu’ |2@) mo(y, ' |z'")
Lopo(0) = = Y logo | Blog === — Blog —— L=
N & Tret(ys) |2 ) Trer(y) |2))

T RN, e SRR -

2 2.4 (KX 2.
ro(z,y) = Blog ;if(gﬁ)
Y1l DPO 2k Al i 5 H

EDPO(G) = _E(I,yw,yl)wD [IOgJ (f@(l‘, yw) - 729(1'3 yl))]
15l 2.4 (DPO 12K (1) £5#4)). DPO i 2k 5 S il A4 2k 254 52 4 A ] -

Lrm(¢) = —E [log o (r4(x, yuw) — r¢(z, 31))]
Lppo(0) = —E [log o (7o (x, yuw) — 7o(x, y1))]

RAIFET
o BERL: 1y, 2B XS EULI RN 2%
* DPO: 79 = [ log(mg/mrer) & R WS 1 B R R

3 DPO #iJ:sh%Livy s
31 B R PR
FEIL 3.1 (DPO ZEfLAH2). FILHLE, DPO 3512 BSAEM A F 2l -
1 VLA T BB e " RIFFLEE": 7 (2, y) = Blog 21U
2. BUK yo MRAKINET it o2, yw) > olx, 1)
3. jiat Sigmoid FI log 43 11 145 25 R K
#2/Mb DPO 1% 4
o B 700 (yoo|2) HIRTF mrer(yolz) HOHLAK
o Wb mo(yi|x) FRTT Trer(yi|z) A LA
Bl 3.1 (BRRAEHOVT5D). Bt B = 0.1, SHFHAREAS:
* log mg(yw|x) = =10, log mre(yw|z) = —12
e logmp(yi|z) = —15, logmes(yi|x) = —14
TR R 22
Fo(,Yw) = 0.1 x (=10 = (=12)) = 0.1 x 2 = 0.2

fo(z,y1) = 0.1 x (=15 — (=14)) = 0.1 x (-1) = —0.1

W AF =02 — (—0.1) = 0.3
i —logo(0.3) = —log(0.574) =~ 0.555
XA RNEF B R by, (HIET] ABE—2 AL

8

)

€)

(10)

an



3.2 EBEEsrHY
Hif#% DPO AR RO T B AN GRah S 2 K
e 3.1 (DPO HR BB, X T EAFEA (2, yw, y1) , DPO KK TS0 HIBREEN -

VoLppo = —f - (1 — o (A7) - (Vg log me(yw|x) — Vo log g (yi|)) (12)

-/

B 7T

Hr AP = 7g(z, yw) — Po(x, y1)

T S:

Proof. # A7 = 7o(w,yu) — oz, yr) = B (log Z2kt) — log Zoule) )

Wk L = —logo(Ar),

BRR1: X AP RS

R ek
or 1
AT o(AF)

= —(1 - o(A?))

AP)(1 — o(AT))

LR 2: W VAR

Af = ﬂlog W@(ywyﬂj) - /Blog 7rref(yw|5[5) - ﬁlogﬂ'ﬁ(yl‘x) F /Blog 7Trt:f(yl‘x)
Ehﬂ: Trref Z:'ﬁ{*ﬁﬂ: 0:

VoAi = BVglog mo(yw|z) — BV log mg(yi|z)
= B (Vglogmg(yw|z) — Vo log ma(yi|))

L3 A4y

oL N
VQ,C = w . V@AT

= —(1=0(A7)) - 5 (Velogm(yw|z) — Vg logmg(yi|2))

il 3.2 (BREE I B REAR). BRI A3 eq. (12 PN T SELL AT -
1. Jjm]: Vglog mg(ywlr) — Ve logme(yi|x)

o BREE TR SN log mo (ywlo) (32 4 HROARAR)

o [ log mo (yilor) (P A2 h AR )

2. jlHE: (1 —o(AR))

o LEOLIEEHY (A7 K) BF, AEHL 0, BHE/N
o LA (A7 NECHT) B, BCER, BREEK
o DR FREERALE] BRI XERE A B ) S



TEd 3.3 (55 B2 AT EL). ARERY HEH MM (SFT) BREE N -
VoLsrr = —Vglog my(y|z)
DPO #5 BE 4R 1
LoOXFEEE 2 A5 IR yo MIOAREAS yp, AR A IR
2. FIGWRUE: (1 — o (AF)) RIS T R RE 27 >) 3 5
3. HIXMREAE: DAL R yo AT g BOMRERLLE, T ARZE XA

3.3 BSBMEN

L 34 (B MZEAT). 45 1E DPO HHEHZ A0
1. Pk KL 29508505

« KB SHmES % KEIETR, SKIEAELARSE
« /N B AETI/N, SRR AR i 5 2 e

2. iR 7 e

* R 7o = Blog(ma/ Trer)

© BYLE T log MR HLE A A 22l 1 HL A

3. MR HE

« K B: Sigmoid 4 AFLFEIK, BT RER /I

/I B2 Sigmoid Hir AJEHE/)N, 7B RGN X 53
HAEE: B € [0.1,0.5]

3.4 xFLE2E ) PR DPO
DPO ({451 2 R &S5 X T Hu2:>) (Contrastive Learning) 7 #HIREZIAEER . AFTMXS 2> B0 f
P f# DPO,

3.4.1 DPO #ii % 5 —fEgx
FEREA (Bilwir) idh yt, kAR (ORgmis) idh y—, DPO iR ATAS A

£DPO = _E(y"‘,y_,:p)ND [logp[y+ -~ y_]]

exp (Blog mly”|2) )

ﬂ'ref(y+ |£E)

exp (B log Tl ) 4 exp (B log 2l

7rref(y+|$)

= _E(y+ 2y~ ,z)~D log (13)

3.4.2  XfERSE IR
& 3.1 OO L2 T 1%, XA 2T i B AR 2o > —Fh s, S AR REAR B B4, A
LR A B i 2 -

XHF—AikEA x (anchor), fRiA:

o —ANIEREAS X (BIG, [E]— PURA B SR )

o —HRAR {x; 1 (B, HALER)

10



TS AL £, WA MU R % (InfoNCE loss) :

exp(f(x) " f(xF))
exp(f(x) T f(x7)) + 2 exp(F(x) Tf (7))

Horr f0) T F(x) RAFRI IR, AT A5 4L
TEid 3.5 (b Hos ) B EDULEES). InfoNCE Hi R YRR 2 -
o BOERREA HIEREA: BIK F(x) T F(xT)
o HEEHTFEA S FREA: WU F(0)TF(x)
Sy BRI SRAIE B — AR, AEAFIEREA A DL BEAE B A AR AR LB

Cr(x,x {x; }ity) = —log

(14)

3.4.3 DPO i xFE2]
firii 3.2 (DPO J2—iit 12 >J). DPO 1] DA AU IF SUREAS BBk 1 (ot Lbay >, e
o HREAS: SRS m(-J2)
o A BT g
o SOREA: RULIRTRH T
« RICLPESY L Blog Tl (Paataeh)

ref (Y] 2)

Faxl3e il B log @I%E’Jmﬁ%lﬂ%ﬁ%ﬁ y " R BOR BE SR AR T 5%
SR T BT ) T A y
' Proof. %}t DPO L 2k eq. (13)#1 InfoNCE %k eq. (14):
InfoNCE (m MAFEA)
_ exp(s™)
t= exp(sT) + exp(s™) (15)
Her st = f)Tf(x1), s7=F)Tf(x).
DPO: )
- exp(?
£or0 =~ I8 ) + expli) 4
o i+ = Blog ML = = Blog ZWLIL,
W%?H‘ﬁjﬁéi‘ﬁﬂ, SR AR B0 7E SO ] 6 O

TEIL 3.6 CuF Lb=p T LA IR IR /IR). AR B2 ST 1 A BE R DPO:
Lo Hbs: sy 2oR" Gl RCRAT &) EHIT bR, mE A
2. Bk #/MEDPO ik &

o WK (YT |o) HXT mer(y ™ [o) BIHLE (BLIEREA)
© W (Y |o) HIXET mer(y |2) BB (B GRS )

3. SRR SEGN 2SI R, DPO X AN R AREAR I ] B e, T A2 SR KT AN [i) a2
HIARR L

11



34.4 S5 ZHFEARXTLEE IR FR
HEd 3.7 (B Z A A,
b DPO fifi i — N IEFEARF— A fkEA . HIRWP EE 2 keA
exp(7(z,y))
exp(7(x, y ™)) + D% exp(P(z,y; )
X2 T InfoNCE i il 5 £ (i FEA SRR L T am g XT LU 55 . SEerr, mTDATE IS A SRS R L
Ay B B R H 3 22 SARE AR B
i 3.8 G b2 > R EE 2500,
EXF T o, A — MRS T AR e
exp(st/7)
exp(st/7) + exp(s~/T)

Lppo-muli = — log (17)

{ = —log (18)

1E DPO 1, B i3I M 4

« /NB: SPATEEEL (sharp), it 22 5 AU
* KB AN (soft), Xl 2 EA 2
X 5 ) AR EE S R — B

L% X b 2] DPO

BRREA | A x e w([r)

EREAR | R fid it y ™

R | JLRREAR x Tl
MR | 3R 8B S (0T F () | Bk geiih Blog W)
HESH | r 1/B (53 &%)
LA | 2 27 5 P

FA% 1 X2~ 5 DPO YRR K #

4 DPO 5 RLHF Mg %

4.1 SFHPESRAE
DPO fffE BT o FATE I m s ™ B 2R SRUL 2 B SmS o .
SsE Bl 4.1 (DPO 5 RLHF (JSFA ). QISRDATR 46 1F0 2 -

1. it %t i Bradley-Terry #5742 i

2. R SE AU A HL R il

3. Mg AR 2 4 iR
] DPO Yz L5 RLHF By SEAgAIR o
TEId 4.1 CEBP Y ZESR). FESEEkT, XERAE AP ST

o Nl nl REASE 4715 Bradley-Terry 5171

© MZMBIRINGET AR, AHESEEMG

o AL AT RERA AR iR

Hitt, DPO Ml RLHF FESEE P Al GBS A RIS R . LIk, FEiFZ{L55 E DPO RCR
45 RLHF #H4£ 2 54

12



4.2 DPO Rk
58 DPO AR AL, (HillZk47 % DPO SIS F S 1 — 2R R 4L
s X 4.1 (A DPO $RICEL ). 207 YRl H) DPO 5 mo, BN A -

o (ylz)
Tref (Y)

#(z,y) = Blog (19)

XA AT AT -
o VAT ELAEAS [l i 4 i
o A HAAE 55 Y RS
o TR B T A 2w B
Tl 4.2 (R R ).
o HDUPE: FRaCSRIal @A T2 7% Sms e I
o JCRCoY BB AR ETRIA LR
o LRWEPRAE SN ELE R S B

4.3 KL BO%ka X2k

Qi 4.2 (DPO ik (.65 KL 245£0). DPO 1y 5k B A4y s s R By 52w AT .
o, B T A

fo(z,y) = Blogmy(y|z) — Blog Trer(y|x) (20)
KRR F T KA log mo(y|2) . [FIRF3Z2E] — B log mer(y|2) HY#E
Il 4.3 (B RIEHINER). S5 5W mer 16 DPO iR 5] SCHAE ] -
L BpeREdE B A B R AR T e HYEACE
2. Bkt A SHE0NE, BT AR B RAL Y
3. DRFFRESS: Troer 2 SFT 4L, {RAUEEARTE S HESS
SRR e W% AR RS BRAEAL (40 SFT JG ARl ) . AR 1Z 2 ML G sz

5 DPO @il 5 %25 MDP g
AT T4 F T DPO AU AL, (LR MESH A TR B i MDP. 44744
B DPO 1% 4> MDP FIIFL, I /AT (it i B £ 107 5«

5.1 DPO i3 Ht

[ 55t DPO i i S i AP K FATTHRF B2 AU Bradley-Terry BER)S, FL 7 eR %L Z () BOH 2%
IE

7T*(yw|$)
Tref (Y| T)

RXAMHRBEW L, R RTE A 5t

™ (yi| ) 3
() T 218 2(@) ‘BB log Z(z)  (21)

— Blog

(2, yuw) — (@, y1) = Blog

13



© P g BTy SRR AN 2
o HILEMIEZR-—AEL > R Z (2)
o FHISBC Y BRI 25

#:id 5.1 (DPO [ 825 MDP fii%).
DPO [ SR T KIE SR AR EE M , A 2 —4~ 2k MDP (55 A Contextual Bandit):

* R&: HiA prompt z

o A SERETTY y (A — R ENE)

o Rhwh: NGO R r(z,y)

TEXAT, ARG FRAZE token (IZ LRI, 11— IR PR T8

52 %2 MDP F DPO i)
BAE e Gt = ) 5 P 220 MDP, 7 DPO ({52 th T4

52.1 %35 MDP b7 ks
TEZH MDP 1, AT WIS (trajectory) , TAEPIAN AL BI1E
S 5.1 Ll ). A :

o' = ((s0,a0), (s1,01)s - (571,014 -1)) (22)
02 = ((337 a%)? (3%7 a%)? ] (5%2717 a%’zfl)) (23)

NE Mt #i%s y € {0,1,0.5} FoR:
e y=1: ftf ot (Bl ot = o?)

« y=0: fjilfo? (Bf o2 = o)

« y=05: [FA% L

S 5.2 (KT BB Bradley Terry BU). 76445 MDP th | (B A il B0 RE%
A BBRPT R AR E . BT Bradley-Terry #5021 -

exp (3,1 vir* (st a}))
exp (3,1 v (st ab)) + exp (3,2 vir*(s?, a?))

Hop (s, a) UL, ~ 2PrmHE T
Il 5.2 (5 R F AL RLHF P50, 2220 MDP 5K 5 #4280 RLHF f) 5¢ X -

L. 23 vs b1 2P MDP HEAEEE DA, M LLM R AR — A 8
¢l

2. AljhiRds: £ MDP shi B i aa RS sp A1 sg PTREASI], 17 LLM rh A ] 25

LT [F]—A> prompt

3. B KBRS s PIARBLEM K Ty Al T n]HEANIF]

P*lo! = 0% = (24)

14



522 fseRBocik X

IAE2AE 2 2> MDP R ] DPO [ #fE 5L .
% MDP ftifb Bbr (37 KL 295) A:

rnaxJEﬂljijvt<r<&,a¢>—-ﬁlog mlaa]se) )] (25)
t=0

71'ref(at‘st)

WIS (R HIRS I H e 73580 KKT 454 ) , AT DAS 3 5 DG SR A e 11 24l e k)
KA

7 (ag|st)

7"'ref(at ’516)

r*(s¢,ar) = Plog
Hodr Z(sy) M TIARES s BIECT BREL
P 5.1 (£ MDP AL/ pREUGETE 25). KiBasXd& il 26)fCA £ 2 Bradley-Terry i1 (24):

+ Blog Z(st) (26)

o > 07 am(ZL“fbg:?ﬂéﬁ+z%“fbg2@b)
P*lo" = 07| = = ; @7
exp (X1 ) +exp (3,7 log ZUGREL 137 2yt log Z(s7) )

Wref(aﬂs%)

BT WAL RESIE IR (s) # 57), RS BB
> A'log Z(s)) # > ' log Z(s7) (28)

Jeikiid. Wk, ARER DPO MRS 2] — A~ AT SR 1 25 s AL

1Eid 5.3 ChfH2 525 MDP il DL ZE? ).
[n] i #4. 4> MDP (LLM 375 ) :

© I yo My SR —DRA 2
o BeAr A KIS T 20 Z()
MG Blog Z(z) — Blog Z(z) =0
i #E 2+ MDP i
o PIsFIIE A A F IR ST
o« FASRAH R RIS R Z (s0)
53 B TILHeR B s B
WESR L Ge A2 ST 550 DPO ISy 2URE ), BT TR T 00— Rl 8 s - FIR S A
PR R BOR BN R 4T .
531 bl IRIeAB A ki b

i 5.4 CYH2B B ILHREL? ). JAK) Bradley-Terry BB 2R AR KL 7 (s, a) AT NS
U, (LA 2R Dl BRSO S BE BB A5 B R SR o« B2 A5 W] DA — 2815 S T AH O 1) e R Al
NFeAwits?

Sif kg ] h - SRS A (B

o SN EREL Q™ (s, a): FERES s REGEIE a, RISHHEME m 173G EE [l 4
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« HEHREA™(s,0) = Q7 (s,a) = V7(s): B a HIXT P37 TS
A T DA X U 4 -

7 (a|s) = argmax Q" (s,a) = argmax A" (s, a) (29)

oA A(s, a) Re—AMREFAIH N MAF ISR B OB T XA 2 1R e P 3 K P45

%0

Bil 5.1 (LF R &R vs RITh R BTN b E D). %5 B — T ERsE . BREAEE — 2158 -1 WX
Jil, RAEIE AR EA 2A5E] +100 B2
FAR P A I A B

© PUl St BREATE [ H AR R A

© B O: R REMEIE B H AR

ST
dorf=—1-1=-2=> (30)
S (@]

WA R, AR R — B (50%-50%) .

JHR S5 oh 2l -

© PUB S Y RBULTS D9 Alse, ar) SR (BN AR IE BT )

* Pk O W RBURT T /NSO I (NSRS R T7 1758 )

AR, LS R R S DX 4 X A A U Y

53.2 JEFIEH B0 Bradley-Terry Fxi%d
SESL 5.3 (BET (R S5 BRA F ). G0 JF LU DR 958 A° (5. a) F97 Bradley-Terry {64078

exp (3,1 v A*(st,at))
exp (3,1 VP A*(st,af)) + exp (3,2 vt A*(s2,a?))

X BN BRI AR BT .
T 5.5 (LR B 10)-
o DRI ERBCE B S S VR AR IR
o NHER A (LR B Sl AR T B2 2511
IRV 255 1S ERRI S

P*ot = 0% = (€2

5.3.3 RS eR BRI
KEEMETE: GETIR DPO IREE, FAULF BB MG I s, AT B2 > SR ?

TP 5.2 (LB RS ARG Y 5 2). 1F Behavior-Regularised RL (i 7 /& offline RL {7515 ) 1Y
BOEN, SO s BRI RS A H M UK &
HARH, %7 KL AR BI04 B xR -

max E, [th (r(st,m — Blog Teuls) )] (32)
t=0

Tref(at|st)
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FI AR B H 37180 KKT &Rk AR, mToAS 3]

7 (als) = met(als) exp (A*(;’ a)> (33)
A*(s,a) = flog Zf(&‘ig) (34)

UERH R

Proof. X451 0] DA 3% Q-learning (Soft Q-Learning) 5% KRiHik2%>) (Maximum
Entropy RL) FYHEZLHE S

W1 SURME R BRI Q k.

TEAT I IE WAL MDP H1 ) E SCER(EL PR AN

Vol [27 7(s¢,a¢) + BH(mw(+|s¢))) ’50 = 5] (35)

3 Q pREL:

Q*(s,a) = r(s,a) + YEg ~P(|s,a) [VEolt(s')] (36)
LR 2 BRI IIE
TE4K Q-learning ", L IRNE A -

oy _SO@ (a8 _ 1 (Q(s.a)
mlels) = S p (@ (5, a)/B) — Z(5) p( 3 ) S

Hrp Z(s) = > exp(Q*(s,a")/B).
W3 SIASH R .
%ﬁ%%%lﬂ% Tref Ej‘; KL E)”\'Jﬂziﬁ/}fﬁﬂ

— BKL(7||7ret) = BEr[log mret(als)] — SE[log mw(als)] (38)
FH S A S5 10 SR A Ay -
7 (a|s) x Tef(als) exp < ) (39)
LR 4 B RBAI KR
TE ALHREL A (s,a) = Q7 (s,a) — V¥ (s). BT V*(s) AMIT o, FEH—L)5:
7 (als) = Tret(als) exp <A* 54 ) 705 (40)
BOWHOF R, 1535
N _ ™ (als) /
A*(s,a) = Blog Ter(@ls) + Blog Z'(s) (41)

KAWL : M TR, BT Eonne[A(s,0)] = 0 (PEF BBy E SCHERT) , BLs)pR%K
I Blog Z'(s) B R L
TEE S H—E R, FA1EE:
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TEI 5.6 SR, HLAs SR il bR BN (I 75 R AR B a3 -

(o) = flog O Blog 2(s)  (ERLAERE) @)
A*(s,) = Blog " (epsymn) @)

Tret(als)

D035 bR B n AN BT L Sy BB, X2 TR D0 95 R AR B L 28 )R A RS E Vi(s) II2E(H,
W73 BRI H AR 2 T

534 ARUAMAFBORFR 218 i
PRI F &L eq. GOUAFET LT s EUAY Bradley-Terry Fi2 eq. (31):

2 _ exp (3,1 7' A% (51, at))
exp (Za’l 'ytA*(St , 4y )) + exp (Zog ’ytA*(st , a3 ))
oo (S ovs ZE5)
- (al|s]) o (a?]s7) 43)
exp (Zal 7B log Gk )) +exp (Zgz 7'Blog b )

Trer(af |57)

Pl - o

PR 5.3 RT3k %) DPO #12k (£4 MDP JiA) ). T2 MDP, i JfI {1 3 i S AR
I, ATPAEE2E L DPO B2k B %K:

L(0) = —E(p1 02 )op [ylog Po[o" = 0°] + (1 — y) log Py[o? = o] (46)

Hrp:
P, 1 2 — t 1 (a’t‘st) _ t 1 (at’st) 47
ot =T =o (;7 B Wret(at|3t) ;’Y B 7Tref(at‘st) @7

Tl 5.7 (I BPREF B 5. ERE SRR §L MDP 35, By
s FUBERBANRL: 0 =y
o ARSAE I prompt: s — x

¢ TfHH: A =1

P*lys = ola] = o (ﬁ log T~ WD) _ g, ™ (2l2) ) (48)

Tref (Y1) Tref (Y2 )
XA 7T DPO A,
5.4 Ragk: DPO WyAR

Eid 5.8 (DPO HYATHE). AT R 04T, FATH AE IR AL f# DPO:
DPO (1A Jfis ff RLHF ] Bradley-Terry BRIt A& s B2 IR i ek Btk 1 IR 95 R % .
LA

« 1% RUHF: FISMEEL r (o, y) B G — 2 5EIIS B, FH RL i1k
* DPO: JI{EFH ML Az, y) = Blog At GiRkfih — Pt s
AL BT, Rh:
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L o ek BT DAECHE SRS s O Sl 20 iR 0
2. fEH MDP R, {55 R S0 s 2R 1 Y
3. EH A T e — MR EE R (ROl MR TR 555

T 5.9 (5 MDP (93t #0). EAREET 25087 AAAERRIE | FT DAY S 2 45 MDP, {H5%
AT Bk

o TR B AL PR K

o FHNET v B

o BGOSR A

XWE N2 DPO EBAERIHFHAL (ATAML N 520 MDP) 375l Jt A«

6 DPO Ky
6.1 Hfidksy
1 6.1 (i Ecdiit%=0). DPO FEAYEHAK AN =ItH (=, yuw, w1)
* x: i A prompt
* Yo ANEEFHHIE (chosen)
oy NN (rejected)
ekl PAJE -
o NLARYER b 2o
o MIABIRURFE, S5 N
o (A ESRAEAL (W1 GPT-4) 4T [ ShbsiE:

6.2 JEAIHERER
EEFEAD, ity = (y1,v2, ..., yr) &> token JTF],
7 L 6.1 (JPHIRTEAMER). P H AT EAR A2 45 token S5/ 4t 2 il -

T

logmg(yla) = log mo(yil, y<t) (49)
t=1

HAryer = (y1,- -+, ye—1) 28I t — 14> token,
T 6.2 (LB R I0).
o FEEIEMiALH attention mask, H % response #3/ HEER
e prompt #R43H) token AT AR
e %fF padding token, 5% mask fi
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6.3 Bffifaetk

L 6.3 GEESHCIHLIIED). DPO 55k T AL 5
1. Log HE4 T AU

» KIFHIH logm(y|z) ATAEZAR KAy F%L (41 -500)
© HAEIHE exp & Tl

o T JRATE log SHITHEE, AR AR

2. Sigmoid I1y%i A v HEAR K

= RVAVEE (N ST

* log o A REHERUMH 1)

o itk i) logsigmoid pR%k, BEAEEE FHERE
3. B Ll T RE MG

* log(mg/mreer) W] REARKELAR /N

o fipe: A RART BRI R TR Y

6.4 SEHERIKALR]

1L 6.4 (SHERHANSLI). SERA mer TENZII R D ORFRAR S -
o NilEHE, {#i] torch.no_grad()
o AIRAS YIRS E I IR
« WAFHRAL: FTRAGEF KRG (fpl6/bfl6)

WA DPO 52 [El IR AL (g Hl mrer) , {HATIEE RLHF 1 4 AMEAAMRZ

7 AU
7.1 HSUREBIR R R
Listing 1: 11507516 Bk

import torch

| import torch.nn.functional as F

def compute_log_probs(model, input_ids, attention_mask, labels):
it e R T A XY KB E

5 H0:

model: = B A

input_ids: # N token ids, #}k [batch_size, seqg_len]
attention_mask: F* & 4 #E &, Bk [batch_size, seq_len]
labels: % (Hinput_idsAk %, A Tt Floss# H 47)

# 3 [batch_size, seq_len], promptf 4% 4 -100

R M
log_probs: #ANF 5 o & X HME, HIRK [batch_size]

20




# KB A B logits
outputs = model (input_ids=input_ids, attention_mask=attention_mask)
logits = outputs.logits # [batch_size, seq_len, vocab_size]

# Shift: o T — /> token

# logits: A BIT-1/fr & i M FET-1/ token

shift_logits = logits[:, :-1, :] # [batch_size, seq_len-1, vocab_size]
shift_labels = labels[:, 1:] # [batch_size, seq_len-1]

# I & & 1 token iy Xt B %
log_probs_all = F.log_softmax(shift_logits, dim=-1) # [batch_size,
seq_len-1, vocab_size]

# %ﬂiﬁitokenéﬁﬁiﬂﬂﬁi

# ff il gather ¥ B X Ju token #y #f X

log_probs_token = torch.gather(
log_probs_all,
dim=-1,
index=shift_labels.unsqueeze(-1)

) .squeeze(-1) # [batch_size, seq_len-1]

# 4] #mask: R it Hresponseif 4 (labels != -100)
loss_mask = (shift_labels != -100).float() # [batch_size, seq_len-1]

# Xt &N FF KRB BT BB &

log_probs = (log_probs_token * loss_mask).sum(dim=-1) # [batch_size]

return log_probs

7.2 DPO fii 2 sl
Listing 2: DPO 7 5k pR %X
def compute_dpo_loss(policy_model, ref_model,

chosen_input_ids, chosen_attention_mask, chosen_labels

rejected_input_ids, rejected_attention_mask,
rejected_labels,

beta=0.1):

W HDPO# %

2
policy_model: Bl 4B oK A
ref_model: HEEM (K &)
chosen_input_ids: 1/ & & B input ids
chosen_attention_mask: & & % H# i attention mask
chosen_labels: & ¥ # 4 By labels (prompt # 4 % -100)
rejected_input_ids: 3 7 & @ & B input ids
rejected_attention_mask: 3 {5 % 4 1 # attention mask
rejected_labels: 3 i 47 #r By labels
beta: B E 5K

R’
loss: DPO i %

metrics: J T M8 %
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46
47
48
49

50

60
61
62
63

64

BT LSS Y
policy_chosen_logps = compute_log_probs(
policy_model, chosen_input_ids, chosen_attention_mask,
chosen_labels
)
policy_rejected_logps = compute_log_probs(
policy_model, rejected_input_ids, rejected_attention_mask,
rejected_labels

# It E S % KRB o BOME E (’f Wt H ) \)
with torch.no_grad():
ref_chosen_logps = compute_log_probs(
ref_model, chosen_input_ids, chosen_attention_mask,
chosen_labels
)
ref_rejected_logps = compute_log_probs(
ref_model, rejected_input_ids, rejected_attention_mask,
rejected_labels

)

Wt H R R X
# r_hat(x, y) = beta * log(pi_theta(yl|x) / pi_ref(y|x))
# = beta * (log pi_theta - log pi_ref)
chosen_rewards = beta * (policy_chosen_logps - ref_chosen_logps)
rejected_rewards = beta * (policy_rejected_logps - ref_rejected_logps)

YL
reward_diff = chosen_rewards - rejected_rewards # [batch_size]

# DPO#1l % : -log(sigmoid(reward_diff))
& F logsigmoid & #H A & =
loss = -F.logsigmoid(reward_diff) .mean()

# O
with torch.no_ grad()
# W E: A R L E# K4 chosen
accuracy = (reward_dlff > 0).float() .mean()

# :{ ij \U)jj
mean_reward_diff = reward_diff.mean()

# chosenfirejected ] F ¥ X
mean_chosen_reward = chosen_rewards.mean()
mean_rejected_reward = rejected_rewards.mean()

metrics = {
"loss’: loss.item(),
accuracy’: accuracy.item(),
"reward_diff’: mean_reward_diff.item(),
"chosen_reward’: mean_chosen_reward.item(),
"rejected_reward’: mean_rejected_reward.item(),

return loss, metrics
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7.3 Bllpikban

Listing 3: DPO % #z fiisb ¥

39
40
41

42

44
45
46
47
48

49

def preprocess_dpo_data(tokenizer, prompt, chosen_response,
rejected_response,
max_length=512):

nmun

B AL % B ADPOR A

X &
tokenizer: 49 1A B
prompt : ¥ N\ prompt
chosen_response: e % #y [l 2
rejected_response: FEfF 4F B E &
max_length: ®x A7 A K E
R [

BB F R
# 4 ¥l tokenize prompt#iresponse
prompt_tokens = tokenizer(prompt, add_special_tokens=False)
chosen_tokens = tokenizer(chosen_response, add_special_tokens=False)
rejected_tokens = tokenizer(rejected_response, add_special_tokens=False

)

# M7 5= % )% % : [BOS] + prompt + response + [EOS]
def build_sequence(prompt_ids, response_ids):
input_ids = (
[tokenizer.bos_token_id] +
prompt_ids +
response_ids +
[tokenizer.eos_token_id]

)

# Labels: promptzf 4~ 4 -100 (f i & loss)

labels = (
[-100] * (1 + len(prompt_ids)) + # BOS + prompt
response_ids +
[tokenizer.eos_token_id]

)
# B
input_ids = input_ids[:max_length]

labels = labels[:max_length]

# Attention mask

attention_mask = [1] * len(input_ids)
return {
“input_ids’: input_ids,

"attention_mask’: attention_mask,
"labels’: labels,

}

chosen_data = build_sequence(prompt_tokens[’input_ids’],
chosen_tokens[’input_ids’])
rejected_data = build_sequence(prompt_tokens[’input_ids’],
rejected_tokens[’input_ids’])
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54

55 return {

56 ’chosen_input_ids’: chosen_data[’input_ids’],

57 ’chosen_attention_mask’: chosen_data[’attention_mask’],

58 "chosen_labels’: chosen_data[’labels’],

59 "rejected_input_ids’: rejected_data[’input_ids’],

60 "rejected_attention_mask’: rejected_data[’attention_mask’],
61 "rejected_labels’: rejected_data[’labels’],

62 }

74 SEREVIZRIGIA

Listing 4: DPO JI|Z: 1G5

i|def train_dpo(policy_model, ref_model, train_dataloader,

2 num_epochs=1, learning_rate=le-6, beta=0.1,
3 device="cuda’, log_interval=100):

4

5 DPOJ| % £ & %

6

1 %

8 policy_model:

9 ref_model:
10 train_dataloader:
3 num_epochs:

12 learning_rate:

13 beta: DPO/ /Erf % %
14 device: 1% T %

15 log_interval: %IL 18 &

nmun

2t = 4
17 # B A R KA

18 policy_model policy_model.to(device)
19 ref_model = ref_model.to(device)

20

n| # RESHEHED

2 ref_model.eval ()

23 for param in ref_model.parameters():
24 param.requires_grad = False

W # HAE
27 optimizer = torch.optim.AdamW(policy_model.parameters(), lr=
learning_rate)

2 # ) 4 1 3
30 policy_model.train()
31 global_step = 0

3 for epoch in range(num_epochs):

34 total_loss = 0

35 total_accuracy = 0

36 num_batches = 0

38 for batch in train_dataloader:

3 # o B kA&

40 chosen_input_ids = batch[’chosen_input_ids’].to(device)

41 chosen_attention_mask = batch[’chosen_attention_mask’].to(
device)
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46

47

48

49

50

59

60

61

62

63

64

66

S}

N

w

-

chosen_labels = batch[’chosen_labels’].to(device)

rejected_input_ids = batch[’rejected_input_ids’].to(device)

rejected_attention_mask = batch[’'rejected_attention_mask’].to(
device)

rejected_labels = batch[’'rejected_labels’].to(device)

# It HDPO R %k
loss, metrics = compute_dpo_loss(
policy_model, ref_model,
chosen_input_ids, chosen_attention_mask, chosen_labels,
rejected_input_ids, rejected_attention_mask,
rejected_labels,
beta=beta
)

# R
optimizer.zero_grad()
loss.backward ()

#RERY (THB#E)
torch.nn.utils.clip_grad_norm_(policy_model.parameters(),
max_norm=1.0)

optimizer.step()

# &

total_loss += metrics[’loss’]
total_accuracy += metrics[’accuracy’]
num_batches += 1

global_step += 1

# ATHH K
if global_step % log_interval ==
print (f"Step {global_step}:
f"loss={metrics[’loss’]:.4f},
f'acc={metrics[’accuracy’]:.2%},
f"reward_diff={metrics[’reward_diff’]:.3£f}")

# Epoch# X %4 it

avg_loss = total_loss / num_batches
avg_accuracy = total_accuracy / num_batches
print (f"Epoch {epoch+1}/{num_epochs}: "

f'"avg_loss={avg_loss:.4f},

return policy_model

avg_acc={avg_accuracy:.2%}")

7.5 B

Listing 5: DPO f{ii ff 7=l

from transformers import AutoModelForCausallLM, AutoTokenizer

from torch.utils.data import Dataloader

# o BRAERE L HE

model_name = "gpt2" # = H {4 Al
tokenizer = AutoTokenizer.from_pretrained
tokenizer.pad_token = tokenizer.eos_token

25
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# mE KA (FI4)
policy_model = AutoModelForCausallLM. from_pretrained(model_name)

# MESERD (K %)

s)ref_model = AutoModelForCausallLM. from_pretrained(model_name)

# EEHE (FH)

train_data = [
{
"prompt’: ’What is the capital of France?’,
"chosen’: ’The capital of France is Paris.’,
"rejected’: 'I dont know.’,
i
# ... B X HHE
1

# AL B
processed_data = [
preprocess_dpo_data(tokenizer, d[’prompt’], d[’chosen’], d[’rejected’])
for d in train_data

]
# 4] #DatalLoader (% % 5L #lcollate_fn 4 # padding)
# train_dataloader = Dataloader(processed_data, batch_size=4, ...)
# Yl %
trained_model = train_dpo(

policy_model,

ref_model,

train_dataloader,

num_epochs=3,

learning_rate=1e-6,

beta=0.1
)

# R

s trained_model.save_pretrained("dpo_trained_model")

8 DPO etk 5™ i
DPO HHLH DAk, BFFT# 15 T — LD T oG 7%

8.1 IPO: Identity Preference optimisation

1Eid 8.1 (DPO Wy U5 1)), DPO R BEAFAEIL LA IR 24| ZRiedhaAy PR MR PR R I, A2
A RE A i gs, R

o a2 AF SRR K
o SRIEAAR IS T
« ZALRE I TR
X 8.1 (IPO 14 pFi%). TPO (Identity Preference optimisation ) 3 1:l 16 3t 2k bR 5K 22 fif 1L U4
2
moyole) _ molule) 1)] (50)

L 0) =K - lo T 943
IPO( ) ( ’ywvyl) [( gﬂ'ref(yw|l’) Wref(yl‘x) 2/6
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IPO 1 V7 5 K AR LA Sigmoid 472 , AR AT BRI o, A TC A

8.2 KTO: Kahneman-Tversky optimisation

Al 8.2 OR TR E R Edi). DPO 75 B Bt B i K088 (v, i), AELISCEE XA 0 50 e B AR 2
KTO H 5% MR 24T il 2 3.

5 3 8.2 (KTO #5 5 p D). KTO [YH5 5 R R0 AL B I (A

LKTO(Q) = Em,yw [w(yw) : (1 - U(BfG(‘T)yw) - Zref))]
+ Ex,yl [w(yl) : O'(ﬂf@(x, yl) - Zref)] (51)

HA zrer 2—N2F N, w(-) 2AEKE (Ok B Kahneman-Tversky [ HI5HE ) .

8.3 IAbAE{k

Eid 8.3 (DPO ZZ (AR YE).
SimPO: fij{Lfix DPO, ZifZHfi

Lsimpo = —E [logo’ <|yB| log o (yw|z) — |£| log o (yi|x) — 7)] (52)

SR BEEIT— R px B, H51A margin 2% v.

ORPO: Odds Ratio Preference optimisation

(53)

odds(yq,
Lorro = Lspr(Yw) — Alogo <log 6 )>

odds(y;)
K SFT LR FMwF i 2, (] odds ratio (UKL -

RSO: Statistical Rejection Sampling optimisation

A IS TR R M I U 22 St . #8)5 1) SET Il %5

9 DPO vs RLHF: Hb#s5 %k
9.1 Rk EFLE

Hid 9.1 (& ).
75 i RLHF (PPO) DPO
SEPEE | (FREEAGM) | AR (CEURERES)
WAERRR | (4B Hr (2 M)
YEREN | B (FEHS) B (ERUE)
TERE | K (FERE) (AT L)

Bahll | ek (FEAWRREE) | m& (R EdRE)
BOEECA | BB RLAERE i SRR RN

Fpial | B, "R ko, SR E
L] | A SR A EHE S

9.2 SepkrPRg R i
i 9.2 (faf M i} DPO? ).
s IRFREAM (GPU WA R LAINEL 4 )
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o A BB R R SR

o TESRSCBLRTEL, PREIEA

o NGRAe e P AR B e B o B
£l 9.3 (ff i 61 RLHF? ).

o FABAEL], AW AHTHRIE SRR

o T B R AR T H AR H 1Y

o P BIRATR, & EE R TS

o LS5 TE IR IE (reward shaping)
1EId 9.4 GRATNR). LB tn] DAZS S PIRT

1. J&/i DPO x5 (PRid. FsE)

2. P/ RLHF oS4 (AReHE=%)

3. B M DPO YIRS iR i, I+ RLHF

10 A&
101 b2 SR

M AKX

RLHF H#¥p | max, E[r(x,y)] — 8 - KL(7||mef)

RO | 7 (1]0) = g mer(yle) exp ((52)

Bk | fo(w,y) = Blog 2202

DPO $ii’k | Lppo = —E [logo (7o (2, yw) — To(z,y1))]

DPO B | VL = —B(1 — o(A?))(Viogm(yw) — Viogm(yi))

A% 2: DPO LA

102 AL
1. DPO (B0 7SR RO S R0, LTS X 0 3 A BT 2 )

2. Gk M RLHF BRI IUNE %, SO RNR%E, UA Bradley-Terry #82, fiiy

3. WiReAE: SRR AT, (A R AU 2 3 il

4. BRI AR R RS, AR R R

5. BESEH: BRSO TS RLHF 454, SEBPRCRATY

6. kY Jg: TPO firlid A, KTO RFFEMXIESE, SimPO Z#iSH il
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