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1 51558

AP SCETFEMRAL ] (Reinforcement Learning, RL) [MEEA HARH &, ARG EHHE T30 3
#emg Atk (Proximal Policy Optimisation, PPO) S3KHYSEBEANAHERL . S HELANT -

LSty H AR WIE R Rk ik

2. EWg B EEE PR (Policy Gradient Theorem) 5 REINFORCE iy

3. I AL (Baseline) S51k# K%k (Advantage Function) DAREAR T 2%
4. WF24> (TD) %:3] 5 Actor-Critic HEZ2

5. U XA (GAE) RH=FEEHEA

6. FEMRAE (Importance Sampling) 55 (Off-Policy) B
7. fBEF 4% (Surrogate Objective) [H47:

. PPO [ 5H 1] H A5 R 05 fie A 40 5K BR

o)

AR BB R A RIS . S I RO

2 safbE AR SRS e

21 FEAVE

F AR R Pkt fE (Markov Decision Process, MDP) , Hi#. 7G4 (S, A, P,r, ) & X:
5 S 2.1 (TR AT R P AR). —A> MDP A& A F e -

o S: MRASZS|E) (State Space)

A: {231 (Action Space)

¢ P:SXAXS—[0,1]: REHEBME, P(s]s,a) FRFERTS s REGME o JFEBEPRES
s' AR

e r:SxA— R: HIE2JEK%L (Reward Function )
e v€1[0,1): #41AT (Discount Factor)

o X 2.2 (). g (Policy) m 2 — MRS BISIERER AT RIBL . SBALKIKIC A mo(als)
FONERES s TRBGIE a (R, H 0 RIS AL

X 2.3 L), Bk (Trajectory) 7 s —ANARZS-BNHE- 205751 -
T = (SOa agp, o, 81, 01,71, 52,042,172, .. )

/E\EP S0 ~ Po (?ﬂﬁﬁ"[ﬁﬁﬁj\%ﬁ); ag ~ F("St% St41 ™~ P("3t7at)a Tt = r<3t7at)o



2.2 [l H b %
e 3 2.4 TN, M%) ¢ FFGREFr AT (Discounted Return) 7 S :

Ry = i Vorepn
k=0
Feolih, Ro APl s w4k .
o 3 2.5 (R H AR K. 5k > 1 H R HR B e USRS S5 0™, AU B [l i KA -
J(0) = Ernry[Ro(7)] = EsonpoErfso,m, [F0]
Horpr 7~ mp FORPE T RIS mo SIRETAC A
WATRALF R VoI (0), DA LI 24

2.3 firR%c Q Mk
X 2.6 CIRASEPRED. Hems 7 TR %L (State Value Function) 7&K -

VW(S) = IE7'~7r|50:s [RO] =Er [Z ’Ykrt—i-k ‘ St = 5]
k=0

X 27 IR0, %M © FI9EI{ERBRAC (Action Value Function, 3 Q Bi%k) & XN

00
Qw(s’ a) = ETNW\SOZS,ao:a[RO] =E, [Z 'Yk"ﬂt-‘rk? ‘ St = S,ar = a]
k=0

el 2.8 (V5 Q By K R).
Vﬂ—(s) = IEa~7r(~|s) [Qﬂ(sv a)] = Z W(G’S)Qﬂ—(s, a) (D

acA

Proof. AR RX:

V™ (s) = Ex[Ro|so = s]
= ECLONﬂ‘(-|S) [EW[RO|SO =S, aOH
= Egor( 5@ (s,a)]

5 8L 2.9 (LB K. P9340 (Advantage Function) 52 X4
A™(s,a) = Q"(s,a) — V™ (s)
BETRAEIRE s FREGBIE o X FH RIS REE
3212 2.10. g X EREER S
Bomr(19)[A7(8,0)] = Egr( 15 [@7(s5,a)] = VT (s) = V7(s) = V™(s) =0
RIFESRHE m ), LB RECE T ERM A%,

5



3 SRS B R e B
AR SEATE R, R SO B Iy ok 0 B

3

3.1 Bt AR E Yy
530 3.0 CHLBRRR). 27 Sl mo, B m BN AR AE A -

po(7) = po(s0) [ [ mo(aslss) P(seiast, ar)
i=0

51BH 3.2 (ISR EEH2 Y / Log-Derivative Trick). T4 & W] 2% B s & po (), A7

Vope(z) = po(x)Vglog po(x)

Proof. HXHCR SAYBEREI -

A\
Vologpg(x) = ———

RIS Vope(x) = po(2) Vg logpe(x).

3.2 MG REEER S
PR 3.3 CRIAR I E M — BATEF0). HARsR R TR S BN -

(Z Vg log 7T(9(6Lt|8t)) Ro(7)

VoJ(0) = Err,
t=0

Proof. HAREREFIER:

XF 0 SRARE :

VoJ(6) = / Vopo(T) - Ro(7)d7
:/pg(T)vemgpg(T)‘Ro(T)dT (2171 p2)
= Errry[Vologpo(r) - Ro()]

TR ARALT] Vo logpe(T):

log po(7) = log po(so) + Zlog mo(at|se) + Zlog P(sty1]s¢,ar)

t=0 t=0

R po(so) Al P(st+1lse,ar) 5 0 ok, Bit:

Vo logpe(T) = Z Vo log mo(at|st)

t=0
KA
VoJ(6) = Errr, [(Z Vo log ﬂg(at|st)> Ro(7)

t=0




33 S5 REINFORCE R
TR SR TR, ET DA R RS — 2B AL
SRR 3.4 (FRMES . T <t, A

By [Vo log mo(as|se) - 7o) = 0

BV 220 ¢ AR h XA B -5 2 BT 20 SR AE S 2R AR

r Proof. Y51 BRHE IR RIF . 1T T04-1 = (50,0, - - -, 811, ar—1) NIt 2P
Ey ey [V Log g (as|52) - 7]
=Ero 1 [Esparfroen [Vologma(ase) - rv]]
MT ' <t, &hihry =r(se,ap) FEAH 1041 PE, BOTHH AZHIE:
=En.ioy [10 - Esypros [Barmmg(1s0)[Vo log ma(ar]st)]]]
REALIR: MTERRES s,

Vomg(als)
mo(als)

By (1) Vo log mo(als)] = Y mo(als)
= Vgmg(als)
= Vo Y mlals)
=Vl =0

A A |

e PR 3.5 (MR E ML — REINFORCE JE30). SMAR I n] AR AN PATR 2B
B A:

VoJ(0) =Erer, | Y Vologmg(ayls:) - Ry 2)
t=0
Hoi Ry = Y02 0 v e AEETZ ¢ FFAER TR .

AT PR R AITE A
TESCEH, BUBKEAR. W—FPlrREN T (EERZt=01,....T-1), Mix
B L (R T -

71
Vo logmg(arlst) - Ry 3)
=0
Ay R A Il 412 -
T-1-t
Ri= Y Arop=ritamp+ e+ +97 irry “
k=0



Proof. MiEH @ A

VoJ(0) = Ermr, Z Vo log mg(at|st) - Ro
t=0

- ]E”TNﬂ'g

o o
Zva logWQ(at\st) : 7t T’t/]
t=0 t'=0

SEHRANGT

o o
=Y > " Ernny[Vologmo(as|s) - o]
1=0 /=0

BB, Ut <tit EAMIENE, HRAELELY > ¢

Y Ernny [V log mo(ay]sy) - o]

o
M8

U

~
I

(=)

~

t

ETNﬂ'g

00
VQ log ﬂg(at]st) 0 Z ’ytlrt/]

=t

(8 L[]8

ETNTI'Q

o0
Vologmg(arlst) - 7" ’7th+1<:]

t k=0

00
ETNWQ [Z ")/tVQ 10g ) (at]st) 0 Rt
t=0

I
o

W BT EER o BT (N TR ARITING “reward-to-go”) , XN MAEREE TS 1A,
S WA [ f [E] 22 ORI R ALE . i REINFORCE JE A -

> Vglogmg(arls) - Ry
=0

VoI (6) = Err,

4 LRSS eR%

REINFORCE Fi3k B ARBIE LIRS, (HO7 2200, MELASEM . AT ZUT L 5 | A LRI
i

4.1 JELASAE R
R 4.1 (RREGERD. B b(s) RATRMUHMI TR s fypdgk (S53ifEdex), W
Earwrg(-\s) [Vg log 71’9(@‘8) ’ b(S)] =0

PRI, FFEELR D(s) AT H IR A 2 R3S SR Ao JEE 1) ST B 1P



Proof. BT b(s) 5afE a T35, AR
Eqnro(1s)[Vologmg(als) - b(s)] = b(s) - Equrmy(.|s)[ Vo log mo(als)]
7E5 78 B4 FRERA 3k T 2 2 -

Ea~7l’g(| )[VG log 7y (l’ = Vy ZWG a’ =Vyl=0

A ZE [

IR 4.2 (7 ERZRAY SRR, XL RS R AL R AL O(se) . SRMSHBEE AT SE b5 oy -

VoJ(0) =Ermr,

> Vglogmg(arls) - (Ry — b(st))]

t=0

Proof. HEH @3
Z VQ 10g7T,9(CLt|St) . Rt

t=0

VoJ(0) = Eror,

1A B LIS B LG A

Z Vo log mg(a|st) - b(st)]

t=0

= Egdr [Bagry(ls) [Vologmo(arls) - b(sy)]]
t=0

Hoip dr RN T I ¢ RS A -
b, NEMENE, s kN, FHk:

VGJ(H) = E‘rwfre [Z VQ 10g 770(at|3t) : (Rt - b(st))]

t=0

4.2 IRiRHELe i Ji X s b
BT LA BB LRI, EARRREL S FEARR I 2.

i 4.3 CRAEABE BEATT I T 22). 5 B AN )25 B BEA T g0 = Vg log mg(ar|se) - (Re —b(st)),
Hy£h:
Var(g;) = E[(g: — Elg:])’] = E[g7] — (E[ge])”

BT Elg] 50 T% (FgoE), M5 0nTR/ME Elg7].
B 4.4 (UL, M T4ERTS s, BB 22/ DR EoN -

Eqrmy(Js) | Vo log mo(als)|[* - Q7 (s, a)]

b*(s) =
(5) Eqorny 15 [[Vo log 7 (als) 7]

9




Proof. it g(a) = Vglogmg(als), Qa) = Q™ (s,a). FA1EH/IMb:
Ealllg(a)[*(Q(a) — b)*]

X b R GFHLHRE:
%Ea[llg(a)H?(Q(a) — )% = —2E[llg(a)[I*(Q(a) = 0)] = 0
AT
_ Eafllg(@)|*Q(a)]
Eq[llg(a)|?]

b*

it 45, BORBLHAIIEARA A, (IR RE HOR M A SR 4 b(s) = V7 (s),
HILRAS LB, SRR AR b, (5 20 FL R BT

4.3 PEHILSS e B siems B 5
SE P 4.6 RSB E P — I3 eR B0E 0.

VoJ(0) =Erer,

> " Vologm(as|se) - A™(st, at)]
t=0

Proof. Mt I, BUELE b(s) = V™ (s,):

VoJ(6) =Ernr,

Ejvemgmam&>«Rf—VW@»4

t=0

R
E[R;|s¢, at] = Q" (s¢, ar)

P Ry & Q7 (se, ar) BITEMiAGTT. i TFRATR LB RITE -

Vo J(0) = Erer,
t=0

Z Vglogmg(at|st) - (Q" (s, at) — Vﬂ(st))]

= ]ETNTK'G

> Vglogm(aslse) - A™ (s, at)]
t=0

B E—2 M T EREARK: X R RT (s, a0) KRR QT, FX N2
|

i

5 Wt S5 YURSZ IR

AT GUE R E DR SRR 254> (Temporal Difference, TD) J5¥%, X4 Actor-Critic HE
HHI GAE (1 557

10



5.1 Bellman Jjjf#
Bellman J5 F/@ st fb 2 ) i DI AE G AR, BRI IS B2 0 24 1 22 2R AR
SO AT XA HELELEFATREN 1l S R 7 SR AR R R AL
511 FARHW
TEIT IR A Z AT, FAVCES EAE R . 5 BARTEIRES s I s 4 -
o LR ARBIAERIUTSN o 1521 2R050 7 (s, )
o AKRIER: FEHEALEDIARGES s', M 8" IR IRIERETATIT IS I AR K B AV ™ (s7)
P, R s BHHE = SERIEHER IBCEY + Frdn)m AR AE AR . X2 Bellman
TR AR .
5.1.2 CIRZM AT Bellman J5 %

PR S.1 CIRASE PR Bellman H1E58%). b5k 7, RS pRAIGHT /2 AT i #H ¢ A4 :
RAVEA:

V() = Y wlals) |r(s.a) +7 Y P(/ls.a) V() ®
aceA s'eS
wBRIEA:
VW(S) = anﬁ(,‘s) [’I“(S, a) + ’YES’NP(-|s,a) [VW(S/)H (6)

PIFER S, SKEEREE G, S S RIs T .

11



Proof. AT V7™ (s) e L &, B REIT.
IR 1 e Xk
THPRE E SURMRTS s TFR . HORBE m 1720 IrRAS 1 30 22 B w41y -

V7(s) = Er [Z Verers ‘ St = 8]
k=0

LUR2: %
KRR R 5 —F RRIZ )5 a9 =R :

o

k

e+ E Y Tt+1+k‘3t = 8]
k=0

V™(s) = E,

LR 3 DR IRIT
MARES s ik, H—PFHEE:

L. 55k m PeEATEN @, AR 7(als)
2. AR P(s']s, a) FREE T —IRE 8
IR A, WA ATRER (a, s") ALESKINAUHL:

vw@=§jﬂd@§jpwwﬂ4Ma@+wma

acA s'eS

©9]

k /
Z’Y Tt4+1+k ’ St+1 = §
k=0

L4 BUNEHES
WELENT7 55 N IUE R V7 (s') BE 3L

(e.9]

E, Z’ykrt+1+k ’ sir1 =8| =V"(s)
k=0
AR
VT(s) = w(als) Y P(s[s,a) [r(s,a) + V7 (5)]
a€A s'eS
PR S P

HREE (s, a) AT 8", ATARFHARBIAZKRFNZ5h. 1T 3o, P(s]s,a) = 1:

V7T(s) = Z m(als) |r(s,a) - Z P(s'|s,a) +y Z P(s|s,a)V™(s")

acA s'eS s'eS

=l

= Z m(als) [r(s,a) + 7 Z P(s|s,a)V7™(s)

acA L s'eS

TR . m

$E4T 5.2 GRAERANZEH). 7R B e amizskan:

12



« BMZ S0, m(als)[ -] RISRIE AT BERERRAY BT A AT SR, ALE R SRR
« WIZ Yo, P(s'[s, a)V7T(s'): WP ATREREAL 2 W I ARSI , B AR

7

5.1.3 ZhfE{ichiE ) Bellman J5 5%

B 5.3 (BE(E PR AU Bellman JIEE07 7). T80 m, AR R 5 12 -
RAVEX:

Q" (s,0) = r(s,0) +7 3 P(S]s,a) S 7(a]s') Q7(s', o) ™
s'eS a’cA
WIRE X
QW(& a) = T(S, CL) + ’Y]ES/NP("S,G/) [Ea’Nw(~|8’) [Qﬂ—(slv a/)]] ®)

Proof. M Q7 (s,a) M Xk

o0
Q"(s,a) = E; [Z Yorerk ‘ 5t =s,ay = a]

k=0

5 VT ESEM, SR —8

oo
k
Z T Tt+14k

k=0

HEEXH r(s,a) AIAEESR S, PEASE—PH1T8) « EEFE (FMR VT SHEXTEIR

).
JEIT IS, X EIMPARES s FIE s HEFRHIFTEl o KA

Q"(s,a) = 1(s,0) + v 3 P(s'|s,0) 3 n(d]s) @ (5', )

s'eS a’'eA

QW(S,CL) :T(Saa)—i_’y]EW St = S, 0t :CL]

218 5.4 (Q™ (19 Bellman J5 AR S faj i A JEIA).  FLBE V™ HI Q™ 1Y Bellman J5 7% :
« V7(s) MRE, r(s,a) FEXT a BSRAIPNTS, BAATh A6
© Q7 (s,a) IR, r(s,a) HERHDOR, FOMTHIE 2%

XM N2 Q RBAERLE S TR

514 VT 5 QT IR
8 5.5 (V 5 Q MR R). RSB HE R T AR . WV R Q:

Q"(s,a) =r(s,a) +7 Y P(s|s,a) VT(s) ©)

s'eS
HQ#mV:
VT(s) = m(als) Q™ (s, a) (10)

acA

13



Proof. AR B it 3
M Q (s, a) BIE XL, 4rESsE—%0:

Q" (s,a) =r(s,a +’yZP ‘|5, a)

s’

E Y 7”t+1+k’8t+1 —8]
k=0

=V (s')

AR N0 1S
MV (s) H5E SURTFAE— 2 -

V(s) =Y m(als) - Ex

o
k
E 7rt+k‘3t:37at:a

$E4T 5.6 (EDVLBRAR). XA AT I IR R By 3L -
« ARY: QM = I + S FIARSH V(AR
e AR V1 = BRI TEI Q (AU

A AR AT . B, $as id AR B i, sl RARRE, T
PSR HE V B HS Q i X &R,

212 5.7 QURSHBRESD. WURSHBRAMUCEIIE TR, BRI > AR A
* 2RI (Dynamic Programming): EHRME VIR &5

* 54§ Rk Jilk (Monte Carlo): FIRFERIHRALTT{H AL

* WH¥2:5r 2 >] (Temporal Difference): Ji] U1K & J5 AR RAEIA BOR Al 11

* Q-learning, SARSA: £-T Q s¥ /R 2 5 e
52 WHEEsSIRE
€ X 5.8 (TD iR27). 4y (HeR BT V. (ATRERXTESE VT iEfel) , Why22435¢22 (TD Error)
SE LN

0t =1t + YV (st41) — V(se)

i 5.9 (TD RS MMBREIIRF). &V = V" (HSEEE), W

E[5t|8t, at] = A”(st, (It)

HI TD iR I3 ek B Tefi il o1

14



Proof.

E[6¢]st, ar] = E[ry + V™ (s¢41) — V™ (1) |54, a4]
= T(Stv at) + 7E8t+1~P(-\st,at)[Vﬂ(stJrl)] - Vﬂ—(st)

r(st, a) + VEs, [V (s041)] = Q7 (s, ar)

E[5t|5t,at] = QF(St, at) - Vﬁ(St) = AW(St, at)

5.3 Z DRl i - 5 7 iU
3L 5.0 (n A EER). MAFZ] ¢ FFUGRAY n 2Bl (n-step Return) 5 LA

(n) Z Vrepk + 7"V (St4n)

HCP T n B S, 2 R B V $ET % (Bootstrap).
R 5.11 (n B G RERRD). TR -

L %n=1: R =r +9V(se1) (124 TD B7)

2. % ool R =00 Fres = Re (2H5 Rk IR

3. BV =VT, WKFA n: ER™|si,ar) = Q" (s1, )

Proof. 5 =4HJUERA :

E[R{"|s;,a,] = E ZVth+k+7 ™(St4n)

St at]

n—1 0o
=k Z'Vkmrk +7"E {Z YV Tttt ‘ 5t+n] ‘ St,at]

| k=0 Jj=0

[ oo
=E > 7ri ‘ Staat] = Q" (s1,ar)
Lk=0

2T 5.12 (w2207 ZERUE). X MAUEZ GAE Bt iz Lahil:
c/hn (Win=1): &2 (FEZED THVUE), BAw GFV #VT)
o Kn (BMZRRE): T GFV =V"), Hadik (RRT L)

15



6 )RR (GAE)

I AT (Generalized Advantage Estimation, GAE) 113 5| AS4L A € [0, 1] S ez
55 22 [ AU .

6.1 i Lzl
X 6.1 (7 AL, GAE & 3R TD iRZEHIHE RN :

oo

ASAE(%/\) _ Z(’W\)lfStH
1=0

Horb e = e + 9V (St141) — V(8641) o
JEIT 6.2 (W tE ). 24 Xk 0 8k 1 1)
e AN=0: Ay =68 =1 +V(sie1) — Vi(se) (12 TD)
e A=1: A, = S 07(515_,_1
el 6.3 (A = 1 Ity GAE S5 T 58 RIEI0H). 24 A = 1 I}
APAEOD = Ry~ V(sy)
Hort Ry = 3702 0 Fren SR RIE IR

Proof.
ASAE(V R Z y 5t+l
1=0
=Y A resi + AV (s10141) — Vsenr)
1=0
=Y e+ DTV stn) = D1V (i)
1=0 1=0 1=0
AT H LAY -
> ATV (sip41) = Z YV (st4m) (fm=1+1)
1=0
PR -

GAE(’Y 1) Z VTl T+ Z V"V (St4m) — Z V'V (se41)
1=0
=3 i~
= Y Tt
1=0
= Rt — V(St)

% LA T AN IO ST SIS P, DA BER Timy s o0 7'V (sp40) = 0 (HrATHE FARIEIR
0. u

16



6.2 GAE [\ RfMiE R
AT GAE 19 —=Fhig A, HAEW B e BT S0P .

6.2.1 JERX A: TD BREMFREOMAHN (52 LX)

[e.e]

AP =S (8
=0

X2 GAE HYJEIAE L, EMRF 248 TD 2P v A SR A T InAGR A .

6.2.2 JBA B: ARG B2
T IEE AR
52 3L 6.4 (A-[T41). A-[l4le (A-Return) 4525 [mR A AIAL -3 -

RM =120 xR
n=1
Hofr R = ST i+ 4V (s040) 2 m B 1R

EH 6.5 (GAE £ B).

ASAE = RV _y(sy)

6.23 B C: i
L 6.6 (GAE £ O).

Ay =6 + YA A
MRS AT, 25 T & IERZ, W Ar =0,

(GAE-A)

(GAE-B)

(GAE-C)

238 6.7 (LB D). MR AR GAE-G e h ks . e — S KR T

WL, WA

Ap_y =74

Ap_o = 6p_o +yAA7_4

Ay =8+ A
XA AR TE O(T) W 4 .
il 6.8 (GAE pyCi5523). PAR /& GAE 151 Python SZHj:

Listing 1: GAE {15

import numpy as np

;| def compute_gae(rewards, values, gamma=0.99, lam=0.95):

nnn

WwE TR St (GAE)

17




[}

R
rewards: ¥ i) % [r 0, r 1, ..., r {T-1}], KE A4 T
values: MHEHMFEH [V(s_0), V(s_1), ..., V(s_T)], KE 4 T+1

(Ao LRAME, BF V(s_T) = 0)
gamma : @ F
lam: GAE% #{ lambda

R H :
advantages: GAEfp # f& 4t [A_0, A_1, ..., A_{T-1}]
T = len(rewards)

advantages = np.zeros(T)

# $B1: W E P ATDiE £ delta_t = r_t + gamma * V(s_{t+1}) - V(s_t)
deltas = np.zeros(T)
for t in range(T):

deltas[t] = rewards[t] + gamma * values[t + 1] - values[t]

# %2 M5 AT # S GAE
# A REHE: AT =0 (REEW/FF)
gae = 0 # fFfg A_{t+1}

for t in reversed(range(T)): # t = T-1, T-2, ..., 1, 0
gae = deltas[t] + gamma * lam * gae # A_t = delta_t + gamma * lam
* A {t+1}
advantages [t] = gae

return advantages

P :

# BE— & KE AW T

rewards = np.array([1.0, 0.5, 2.0, -1.0, 0.0]) # r 0 % r_4

values = np.array([10.0, 9.5, 9.0, 8.0, 7.5, 0.0]) # V(s_0) Z#| V(s_5),
R A ME A0

advantages = compute_gae(rewards, values, gamma=0.99, lam=0.95)
# advantages[t] Bl # \hat{A}_t

8

CESTETE

Listing 2: GAE [a] &k i1

def compute_gae_vectorized(rewards, values, gamma=0.99, lam=0.95):
nnn l-fj] ,Ei,fjc éﬁGAE‘H’ ;é" nun
T = len(rewards)

# WHATDIR £

deltas = rewards + gamma * values[1:] - values[:-1]
# R (mFEF, BREEHE)

18




advantages = np.zeros(T)
gae = 0
for t in reversed(range(T)):
gae = deltas[t] + gamma * lam * gae

advantages [t] = gae

return advantages

VS PR H b

{ELRRE0 ] H AR el PAE M GAE 1551 :
# {E % % B A7 R_t {target} = A_t + V(s_t)
>|returns = advantages + values[:-1] # lambda- [ it

12 6.9 (SRR v M A A AFIIE
o v RSN, EHHE 0.99 5 0.995
o A Pl ZE Ty ZEA

- ANBEE 0 7 ZE, BV ORMES A 2=
- NEaE 1 ZE (BrZRERK), HEhZE
- SEERPEEL A € [0.9,0.99]

7 EEVERAES BRI

FESEBRUIGR R, FRATHIE — L 8 REEHR T 2 Ta), (HFRATI A S [ — e 2 e
B o XA AP AR R T TSR 7o, REERY, (HIRATAZT SR SR mo RS

}Eo

B EERAE (Importance Sampling) 12 fAFPX AN FIREAY TR, BEMEXFIE N (Off-Policy)

BB CA AT RE -

7.1 LSRR R
i B R (o )
Vo (0) = Euiro amy () [Vo 10g mo(als) - A™ (5, a)]
I A REERTCATHE R Mg mo TR0 TR BAORUL, AW AR T o
1 ARES MG d™ (s): $HHs w0 STERESK ISR, Vi AR IR
2. Yitisr i mo(als): TERES s T EFRASERMERE
(1T Sk P IFSM o, RAEHOHCR  SKLEECRIRM A (s, a) ~ d™ (s) - 70, (als).

19




7.2 SR AR

e 7.0 (EEERFR). B p M ¢ 2P, fRAEERE. & a(z) > 0 WA p(z) >0
) @ W,

Proof.

s 7.2 (ML), X TR AL, & LM HA (Importance Ratio)

Wg(at‘st)
T0o1a (at,st)

AR RN AR T T SRS RS E RS-0 R HEAE

Tt(g) =

7.3 BRMEAES]
R 7.3 (BRI SRS D). [ IH RIS 7o, REEIIEE , HTRNE mo B SRMEAE BE T AfL T A -

VoI (0) = Brrmy,, | D> 71(0)Vologmg(assi) A
t

7.3.1  RFahfEor A B R BV R AE

B R ER . BERS s, RATAEIRE:
B (1s)[f (s, )]

AR M mo,,(-|s) REEHIZHE

SER 7.4 (BRI EEAMRAE). XL REL f (s, a):

Eonry(1s)lf (5, 0)] = Eqrry (1s) [ ma{ats) f(S,a)] (12)

7r901d(“|5)
I BISRIEER RS, B f(s,a) = Vglogmg(als) - A(s,a):

anﬂg(-\s) [V@ log 779(a‘8) ) A(S7 a)]

To(als)
=K
@~ Mo (19) |:7T901d (a|8)

- Vg log mg(als) -A(s,a)} (13)

20



7.32 ARES AL
AL ARSI A IR AR, S8 BRI B SR B S LY 1% 2

Vo (0) = Eggro |:EaN7r901d('s) [ mo(als) -Voglogmg(als) - A(s, a):|:| (14)

77901(1 (CL‘S)

HBEATREIE T, RER s REEHT, AR d™ REE
Pt ZARE S ABEEAR WA 7
e b, FRATAT AR A7 A A R A -

B 09 = E. s | )]

IETFRRAS S 1 TEREPERLTR 0™ () /™ () T BERRPT ORI RAS A, SRR T
« SERHIFFHERRI P(s')s, a)

© SRIBTYRATRABM RS (V55 2

ARG AR 2 T LR AT

Jepler Ll -
PPO (PASCRZ BRI LT iR) R —A R

™ (s) ~ d"a (s) | (15)

BIBSEHT IH w7 1 A RS AR R B ] -
21T 7.5 G A BN, XA UAERA T 205 T2 A By :

LSt/ AR mp & o, ARATHAS MG AP A0 AL, AR AR AR
i

2. g BN A BRSBTS R R R O R S
3. PPO Wyt #ETHLHIIEE N T HibR mo AN o, KT, MIMLEX AU

733 RRECHBANE BRI
FeARAS A AT (L) F . Tl 8K AT I Rem R B

SRR 7.6 (b Y BN BR D). O FH ISR o, SRAEREIE , B oAEng mo B SRS 16 22 W] DAI BN +
JEEA:

mo(als) .
T Sy togmofals) - A(s.0) 16)

VGJ(H) ~ E(s,a)wmyold |:

FEAAL THE K :
U538 N AN mo, REFPRZS- IR {(50, 00) }Ls -

N
— 7 1 mo(aisi)
h) = —
Vol =N 25 ails)

- Vg log mg(ai]s;) - A; (17)

o Ay JERES- BN (si, i) BOBRSSIE GEATT GAE H55).
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AT 77 (EEE R FEL). R

mo(als) i _ molals) Vemg(als) _ Vomg(als)
mam(als) O OETOS) = ) Taalals) g (als)
FTAA st (1) T A
N
Vo (0) = = Vomolailsi) 5

N' 1 ﬂ-aold(a’i|si)

—

(HAESEIL A, HARE r(0) - Vologme LR, PN A SRMEI 2 5 AL B log AR
7.34 L EYERAEN TS Xz S

HERERAR R AR T IER IR, (BT RE R E A Uy 22 AR
il 7.8 (EEMRAEI T 20). e X ~ q, HEBMRAER T Ep[f (X))o N

M p Ml q ZZREORIE, HAH p(X)/q(X) ATBAER REEER /DN, FEO 28 1.
FESRMS B L P R R AR :

o WNASHTREE mo KMRIGIN T HASMERMRA, IR m,, RAEFIZNE, W r(0) =
mo(als)/mo,, (als) IEF K

o XL EAEORAE AR

— (B [f(X)])?

T-1
po(T) _ 1 _moladls:)
peold (7—) t=0 7Tgold (a’t |St)

LA MRS 7 RIS K

Bl 7.9 O ZE0BVEBAE R B, RBE— 4K EHN T = 100 LT, £ 0 EENE LR r(0) 1F
0.9, 1L1] JEH A (FERAREA) .
BTG ) B AR -
99
[]r:(6) € 10.9',1.1') = [2.7 x 1075, 1.4 x 10"
t=0
Bl A LR AR /N, BRRO th&r=A4: 107 BN EZLES, K& EREMA TR

PPO fih Ji R :

IE 2 PR A BB RAERY Iy 228, PPO A G AFBIHLE] (W F—77). oyl r(0) Y
WSR2, NG IA—ERmE, B3k TIIRRE .

DAL T A2 ] s DL AL -

TR fH TG 2% «— AT IENE %
PPO % )57, SCEGERIX 2 ARHAR .
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8 ARBIH b ehi 85 A I

K T O AL AR E BR R SE (Surrogate Objective) , AR A -, 755 L Al 1S T 37 1
B, SRR PPO B

8.1 M2 BEH Ak ?

[ B B s 0 2 (L)

N
— 1 mo(a;|s;)
0) = —
VGJ( ) N =1 7-[-9«)ld(a’7;|s7;)

- Vo logmo(ai|si) - A;

ARG TR AT, (BAESEERiterr, FRATEE A A — A H s BB A U2
JE o T

o PURIREESSIHESE (PyTorch, JAX %) T ARG, AR K%L

o BT HRERE, AR AR, B, JET 2 a1

o H bR Er(E T AR T M I Rt B2

P, FRAIFFEAE— A E AR L(0), (EHAH R T SR B

8.2 fUBEH britH &
s X 8.1 (FLRE H brer 0. 2 SCHUPE H AR (Surrogate Objective)

wRIEA:
LPG (s,a)~mg |: :| E; [Tt(e)At] (18)
old uy’) ld
FEAAG VB N
PG 1 mp(a;i
LPS(9) = szwu 72 (19)

HoHt v (60) = mo(arlse) /moy,(aclse) REFVERR, A BIRHMiT.

Z38 8.2 CHATAMARIZ B 477 ). FRATEIEAMRALT 2 RS B m 3 J(0). (2 J(0) FTFEAERK
H@m?%#ﬁ%ﬁﬁ,ﬁﬁm/ﬁm%MMﬁ%

LPS(0) 32 J(0) 1y
K (FHFEIBREE) o

= Ooa PiHiE S J(0) HHFEIEAT

8.3 {RHIH brivyt: )5y

SEPR 8.3 (UL E ARI— B L), ACHE H bR LPG(0) Wi -
LM L7 (00a) = Eo[AY]
2. AEMNIERIBRIE : VoLPO(0),_, = VeI (0)|o_y

B H ARAE 24 T SR A5 S oA A ] R B8 T 1]

23



Proof. 5—Z&HIUEW] :
Y0 = Ooia B, BEZEMER ri(Ooa) = o, (at]st) /7o, (at]se) = 1o FHIL:

LPO(0oa) = B[l - Ay] = E[Af]

Eome ST

X LFC(6) sk -
VoLPS(0) = VoE[rs(6) Ay]
= Et[Vgrt(Q) : At] (At Z:@E*ﬁ:‘[: 0)
T Vor () (arls)  Vomplarlse)
o (a|St 0T\t | St
Vore(8) = V =
o7 () 9779014 (atlst) TOo1a (atlst)
TE 6 = Oo1q A
Voma(arlse)|,_ X
VGLPG(Q)‘G:GOM — ]Et p— (at|sj) Oold . At
TGota (at|3t)
=L, [VG log T 014 (at’$t> ’ ‘th]
I BB R (Ep ) 7E 0 = O AbIIFE A u

248 8.4 UL, 38 B.A BT LPO(0) S J(0) 7 Oora ALII— B A NIEML (2235 BT 22
#)‘ J(0) =~ J(Oora) + VoI (Bota) " (0 — O51)

TE o0 I, PIASBRB S22 0 050, Y55 LPO EFH e, R J LIl i
e AHGEABACHE , AN LA MR -
8.4 FLEEIRALACEL F by i)
BESK LPO(0) HUBBRES T RIS BEIE , RETS H B KA ?

BRIE ARE, B BRI
19 8.5 (38 FARI 50, % 1B R 5%:

o« FEREARTS s, IHHEE m0,,,(a”]5) = 0.01 (RHEFEEIE a*)

o P A(s,a*) =100 (31 o* JEH LT

o PRFASKHCEE FFRIGTTHE 7(6) - 100 = ™1 100

NT KRB AR, s S RATHEN K mo(a™(s). WRBIRME AL mo(a”|s) = 0.99, N

0.99

IXANBEAS I BTERA 1 x 100 = 100 A5 5% T 99 x 100 = 9900,
[i] i :
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L S ISR 2 5 B (B 1% 22 99%)

2. (RFhTT A = 100 REF IFSEWTIERY, X T o RS A
3. RS d™0 ~ d™ SEALRL

4. SRME T AE L & B — A, AT BRI

X PP BLGAE SR AL ] TR A S st (Policy Collapse) : — Ui AR BB T HURMS ML RE 2
Jl N, HOEDAIRSE .«

8.5 ALl A
f ok BRI A% OSBRI PR Bt e, SUAEARBE H bl 5 XA IR
s 3L 8.6 (fF AT FEOLILH, (AR (Trust Region) J24i5 HAReREmgac il (0—Pir sl B 2=
J&IT) R HER I SHI I FERXA I, AL H AR TS H A A~
fo, AR AR R .

XEFHRIEAEAL , A3 HEBOR BT HT 5 mo 5 IHHRME mo,,, R ASHEITIY XK
s 3 8.7 R E]AY KL B, WSS AEIRAS s i KL B 3Ol :

_ e (a]S)
KL(ra (19 19) = 3 ) og 205 20
KL 8% (Kullback-Leibler Divergence) f-{it — it/ ik 520 2 [ EE B0 7 . eI 197-4
KL #5 E LH :
DKL(Qolda 0) = Eswd"eold [KL(T‘-eold('|S) H7Tl9(|8))] (21

5232 8.8 CHAl 4 KL BUE? ).
* KL HUZZ R MR 2R, KL(pllg) =0 4 HMNY p=q
« KL U 5 EEME LR EEA X KL(pllg) = Eyllog(p/q)]
o PG ERTRAUERT, $E6] KL 5O B8 SRR RIS MERE0Y SRR I (TRPO YIS FLitl)

8.6 {HIEWUENE{LIL (TRPO)

E X 8.9 (515 n&4k). TRPO (Trust Region Policy Optimisation) 5K B& {1t L3R4 K7 4
A i -

max  LFO(0) = E/[r(0)A/]
b (22)
S.t. DKL(QOM,Q) <4
Horo > 0 2k, i R A2 L .

32172 8.10 (TRPO [ H WLFEf#). TRPO (& X I2: fEHT 4 vk 58 Fekay KL 3% R4t § 2y
T, KR ER.

o Y0 fR/NEE, FREE DL IR HITE IH SRR T, SR RSB E
o 20 BORI, FRVFECRISRIEZEAL, SRS E T REA TR E
o WAHEE: § € [0.001,0.01]
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8.6.1 TRPO LB IRIE

TRPO ARG CRE, X BT OESE:
/T.fﬂ 8.11 (%H%E&Iﬁ—l:ﬁ*)- lx € = maxXg KL(T‘-Gold('|S)H7T@('|S)) ) )I_‘”J :

u%fzyf?yﬁA”m<&aﬂ (23)
BIECSE H AR J(0) A —A0 T A8 FARRI KL BUSHR 5

W 8.12 (YR E). QA5 S b B AL B0 H bR LPO(0) FLARES KL BB R/, MIEscH

b J(0) ek (SEDRE FHAZ).

J(6) > LFS(9) —

8.6.2 TRPO IRt )y
AL R2) iR IBE TR A

L L 6 KL G KA 5(0 — o) T F (0 — o) < 8, Hv F J2 Fisher {5 840
2

2. CHERRETE: BT FEERK (SEMEENTT), AeeE K. i ILops Bk kR
Rfig Ftg, Hg=V,yLPC

3. SlE: HREIWEARMERAL K
‘21T 8.13 (TRPO 5L BAZ Z4 ). TRPO FY F Bk 2 SE AR 2% -
* W21 Fisher {5 SIS ) YA (Hessian-vector product)
SHERR BT B2 YA
o SARFIGIN TR
o fUHSEBLA S e, TR X
XA IRPERE T PPO FYE A —— I S ] SR 7 YRR B 2R R

9 PPO: jhnRugiift
I Mg A4k (Proximal Policy Optimisation, PPO) J&—F ] B A %) S M B B 5y, Bl
B B AR eR HOR e X 24 R SR e S
9.1 FHCHIH br
S 9.1 GEBYEAE). BB R ABUE R

a ifr<a
clip(z,a,b) = max(min(z,b),a) =< z ifa<ax<b
b ifx>0b
5 9.2 (PPO #57 HA%). PPO (o (3 H Arv S :
LEUP(g) = EJmmwﬂmAhmmﬁwyl—gl+qu}
Hpre> 0284 GEFER e =0.150.2).
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9.2 ERUTHLIII 5> B

TR 9.3 (PPO 871947 R). % LEYP(0) = min(r(0) Ay, clip(r4(0), 1 — €, 1 + €) Ay) . N

L1 4 A > 0 (T it
LEYP(9) = min(ry(0), 1+ €) - A,

HFREREONS 74(0) > 1+ e YK BERSMELD «
0L 20 24 Ay <0 (Bh1ESTTH) B

~

LEYP(9) = max(r4(0),1 — €) - A,

HFReRHOT 7:(0) < 1 — e i RIBRIRBERSMEST o

Proof. 1488 1: A, >0
itr=r(0), A=A, >0.
B S A -

(1-eA ifr<l-—e
clip(r,1—¢,1+¢)-A=<r-A ifl—e<r<l+e
(1+eA ifr>1+c¢
OB r A ST S
e Hr<l—e rA<(l—eA, Himin(r4,(1—¢e)A)=rA
e Hl—e<r<l+e min(rd,rd)=rA
e Hr>1+e rA>(1+e)A, Himin(rd,(1+e)A)=(1+¢A

& LSYP = min(r, 1 +¢€) - A,
W2 A <o

BA=A <0 CHHE).
BRI -

(1—€eA ifr<l-—e
clip(r,1 —e,1+¢€)-A=<r.A ifl—e<r<l+e
(14+eA ifr>1+ce€

HT A <0, R/INRARREE:
e Hr<l—e (1—eA>rA, Hmin(rd, (1—eA)=rA
e il—e<r<l+e: min(rd,rd)=rA

e mr>1+e (1+e)A<rA, flimin(r4,(1+e)A)=(1+¢A

LM ER: LEYP = max(r,1 —€) - A (FI/H] min(ra, ba) = max(r,b) -a 24 a < 0),
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SE32 9.4 (FULERAR). Clip AL A& AL BRI 1 SRS IO (A , AT (R o i e
« A > 00 RATAEIZEERRRE ([, > 1), (EEDTRE T ERRE (1 + ) A,
« A <0 FRAFBEWEANERE (e < 1), HESTFRE THI FEN (1 - oA

9.3 —BrtEmPrEs
find 9.5 (PPO fRAF—PriLfBh). 1k 0 = Ooia AL

CLIP PG
VoL (9)‘9:901(1 = VoL (9)|0:001d - v0J(9)|9:5’old

Proof. £ 0 = Oga B}, 1(6) =1 € [1 —¢,1+ €.
Pk, FESBIEN clip(r:(0),1 — €, 1+ €) = r(0), PIH AR BURAsHHA -

LS (9) = ry(9) A, = L}O(0)

FE 2RI H ARAAE ]

9.4 PPO W5 i i Je sk

PPO TE I ZhI 5 ZE ] I L AL~ AR : SRS 45 (Actor) FI{ELRR LML (Critic) o AT
XA BRI 7E P 2

9.4.1 EWEHI
5 L 9.6 (PPO SRIEH12%). SR A2 25T H AR UE (R AT F RS B R Mo dme /M i %, T
JR H brJe B KAy )
maEA:
£roliey(9) = —E,[LEYP(9)] = —E, [min (rt(Q)At, clip(r(0),1 — ¢,1 + E)At)} 4)
#¢ﬁﬁ%ﬁ
25 5E MR SIS SRR N ANREAS {(s4, a0, Ag)}Y -
£Poliey (g 12N: < mo(ails) 4 clip( molails:) 4 +e) Ai> (25)
N 1 T o1 (al|sl) ’ T o1 (ai|3i) ’ ’
EIT 9.7 (B, 0% A, i) GAE 144
T—t—1
At = Z (7/\)l5t+l’ ;H‘:qjétJrl =Tppl Tt 7V¢old(3t+l+1) - V¢old (3t+l) (26)

=0
XLV, 2R IESEOTE RS,
o A; TERAS PPO B RIIFFGIHTE—), 2 e A
o TER—HEIE EHEFTZA epoch (TLILIY, A, ReEHIHE
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o BORPy Ay R MLE SR TR, T A A IR AL R SR
21T 9.8 (EIBMTTAYIA—A0). FESCERF, @HXT—> batch WAL HEATIH—1k:

Aporm _ Ai—pa 27)
04+ €sud

Horppg =4 2005 A 9, o = \/% S (Ai = pg)? RARUES, €qa = 1078 P IEBRE.
Ittt 2 BH—1E ?

© AL R R RE2E AR (CAAES: 2A0TE (-1, 1), A RY7E [—1000, 1000])
o WALRIEHMRES —, (BT M 2 ] RS 24

o WEIIEMERFRA—ERITNIE, 2o, B R oA

A AL T ) (R4, (BRE R s I RRsE

9.4.2 {ivR%BENk
ERREIM 2% Vi (s) BIFERRMTIRESERE, S GAE £t V(s) 1V (st41).
S 9.9 ((ELPR RN 2. (E R B S 2 BE- 5 F AREZ 18] 135 5 iR 22 -

WIEE A ,
Evalue(¢) _ Et |:(V¢(St) o R;arget) :| (28)
FEARHER
N
ﬁvalue(d)) — %Z (V¢(8i) B R;arget)Q 29)
=1

5 S 9.10 (ELBR B A F AT). (R H AR RS BAZRACIRAS s¢ A A RN T F
PRI RTT3307 3K
ik 1 LR -l

Rt — g (30)
JiR 2: GAE mIAfisa% (L, KA GAE L4544 T )
R = Ay + Vi, (51) (31)
FiFOr A, Rk GAE 1Tkt B (8 b)
A =RWY -V, () = BM=A4,1V,,(s) (32)

E42 9.11 ({H RS AR BV FLAR).
[o] 1 5 R A E s As,a) = Q(s,a) — V(s), BIEAZHEF K45 .
GAE it Ay ~ Q(s4,a0) — V(sy). HIi:

R = Ay + Vi (s1) = Q(s¢, ay) (33)

M Q(st,ar) = 1o+ AV (s001) WHIEET V(se) CE0E ap KINE) . FIA RS 2 V(se) 19
— AT (A REERIEIE a0 92 ) o
{ELR BN ZR G F AR IR Vi (se) MBI LEREAA AT
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29T 9.12 (Al ik {ELRREETY).
RALTHEMG IR , AL DU (E R At 7 A0 DA R il S8 0 2 -

Vglip(st) — V¢old (St) + Chp (V¢(St) — V¢nld (St)> —€v, 61}) (34)

£value,clip(¢) — Et [max ((V¢(5t) o R;arget)27 (Vdflip(st) _ R;arget)2>} (35)
SR, AE R B HIRCRAFAE S . —SERIFSE A AR R BB BRI 25 B (i pR AR B B i e S v
Mg PR — ks, A2 PPO AL LALAGER -
943 SEREWIAR B

5 L 9.13 (PPO 4515 bR ).
BoIEX:

[,PPO(Q, d)) — Epolicy(e) + Clﬁvalue(d)) (36)
FAIF (FEAAGTHER):

min (m(&)fli, clip(r;(0),1 —e, 1 + 6)A1>

2| =

EPPO(97 ¢) = =
1

(2

(vg(&)—<3?%“)2 37)

+
=1

1

(2

Horpr:

* 1i(0) = mo(ailsi)/moy, (ailsi): BEEHELR

o Ait 5B i MREA GAE fFME (H—1L)5)
« RUEN = A+ Vi, (si): (EEREEHE H

e c1 € [0.5, 1] {EBRH R AR AR 4K

e €€[0.1,0.2]: SEMEFEHTSEL

EIT 9.14 (BB LG 00 ). WS I 255 AL R AR 25 7T DA -
Jik1: A5 #

© KGRSO, (HRBMAESE o, AT

o s PRSI, AL

o B SEEBIR, HICHRIERMEROR

JiR2: JR)E (W ILT BB ALS)

o HEEERAEIRIGUE (0 CNN), & A T i Sk

o Poris SRR, ILEARRAL AT REXS T IME 55 AT A )
o BN PINBURHIBEE RTINS, HEATAIETY o1
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ST, BRBBOLA AN LPPO(0) = L2 (6) + 1 £7°(6)
42 9.15 (kD).
A7 88 PPO SIS AN SRl 1 LASE AR

L0, ¢) = L2V (0) + 1L () — o [H (g (-]s¢))] (38)

Hp H(r(-]s)) = = >, m(als)logw(als) & RMEHIME, c2 € [0.001,0.01] 24 A%
T2V 2 B 11 SR o SIS S i PSR , DRFFHRRBE ) 2R :

o R E RIS R, IR PPO AR A

* JE RLHF/RGE F A5 @ # A (o = 0), PO HAR@ AL & 10 i 5 5
o e BT RIS HIRR TR

L, W2l ik, A2 PPO DAL -

9.4.4 ke 1]
JEL4E PPO 5155 pR B H AN DI A -

BRI e FKHEPLII
SRR LPNY | Pk Actor | R BRI SE BT 2
BB £ | JI%k Critic | 2 GAE $2RMERI V (s)

FeMf 1: PPO 5 K BB T A1

RIS

L fHeREL V F TR TD %22 6 = ¢ + vV (se41) — V(st)

2. TD {52 M T4 GAE L #+fit A,
3. ARHANT T ORI, 5 AR it
4. FHERRI Vi = HHERIIY A, = A R0 S0

R, BEAMEREI R B R ZA BT, HEXT PPO (A MERE R X EEL,

9.4.5 FEARMIHERX
TESCPRIE B, B R AT

%SL 9.16 (%?*ﬁéjiﬂ’g PPO TE‘ 96)0 é/ﬁ\ﬁg_‘/l\@@ N /I\#ZIKEKJ mini-batch B = {(Sia Ay T,y Sé: Aia R;arget) g\il )
PPO 412k Iy AR 11

A~ A~

N
£7%0(6,6) = — - > min (ri(6) s, clip(ri(8), 1,1+ 0)A;)

N
— S 2 (i) (39)



3242917 GUEHSIIANTT). 16 PPO | Eq[] 1045 SR ATICSE 210 B I TaD S OP o EL kb
L M 7o, S MBI, AKER T
2. BALEBNL MT A (51, ar, 11, 5141) FEA
3. WEBTEREA 6. A R R
4. ST REAL B, P47 K A epoch H9FEHL mini-batch {4k

9.5 PPO [t szag
AL PPO AZ 1Y) Python SB35 B se & PRAR VA 40T

9.5.1 i}% GAE fnml# Hbs
/6559 GAE T4, X2 PPO [ :
Listing 3: GAE Fl[nl4lt H FRf\ 15

import numpy as np

import torch

def compute_gae_and_returns(rewards, values, dones, gamma=0.99, lam=0.95):

nnn

Wt HGAESh $ it A E &K E T E AR

rewards: X i 7 %, K [T]
values: MHEHFIH, W [(T+1] (B2 HERAWHVE)

dones: k&, Bk [T] (1% Fepisode % X )
gamma : 4 HF
lam: GAE % #{lambda
& [
advantages: GAEff # fkit, #k [T]
returns: B EHEHBEF, R LTI
T = len(rewards)
advantages = np.zeros(T)

# I % 4k 3 5 GAE

gae = 0

for t in reversed(range(T)):
# WRELALRS, T-RIHEAO
next_value = values[t + 1] * (1 - dones[t])

L

# TDi® Z : delta_t = r_t + gamma * V(s_{t+1}) - V(s_t)

delta = rewards[t] + gamma * next_value - values[t]

# GAE# 3t : A_t = delta_t + gamma * lambda * A_{t+1}

32




3 # WRELALERDS, TEREE®R S
3 gae = delta + gamma * lam * (1 - dones[t]) * gae

34 advantages [t] = gae

36 # B ® % H A7 : R_t target = A_t + V_old(s_t)

37 returns = advantages + values[:-1]

39 return advantages, returns

9.5.2 PPO Hik ek
SEHL PPO AZ LR RT3 :

Listing 4: PPO 4§t 2% pR%{

i|def compute_ppo_loss(policy_net, value_net, states, actions, old_log_probs,
2 advantages, returns, clip_epsilon=0.2, value_coef=0.5)
s W

4 I HPPOE B H 4

5

| sx

7 policy_net: K B W % (Actor)

8 value net: % % W % (Critic)

9 states: ®wA, R I[N, state_dim]

10 actions: s fE, Ik [N] = [N, action_dim]

1 old_log_probs: IH & ¥ By loghf &, H Kk [N]

12 advantages: GAEfE #fF4F (B F — %) , Bk [N]

13 returns: B % % B Ar, BR[N]

14 clip_epsilon: # % % #{ epsilon

15 value coef: BRHMERE c 1

16

17 & [H

18 total loss: M 1 %

19 policy_loss: 3K B i %

20 value _loss: H ® ¥ M &

21 info: HoHERE (AT E#E)

22 en

5| # mmmmmmmea HH A =mmmmmnae-

% # K BUHT KW T M log i X

25 dist = policy_net(states) # & [Fl j 1F 4 17

26 new_log_probs = dist.log_prob(actions)

27

28 # W HZEMHWLE: r_t(theta) = pi_theta(als) / pi_theta_old(als)
29 # flogZ BT HER E: r = exp(log_pi_new - log_pi_old)
30 ratio = torch.exp(new_log_probs - old_log_probs)

31

2 # KRBT HEA: r_t * At

3 surrl = ratio * advantages
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44

45

46

47

48

49

50

59

60

61

62

# #H W E W E M clip(r_t, l-eps, l+eps) * A_t
surr2 = torch.clamp(ratio, 1 - clip_epsilon, 1 + clip_epsilon) *

advantages

# PPOR & B A+ : min(surrl, surr2)
# MAEREAERMNERDARK

policy_loss = -torch.min(surrl, surr2).mean()

# ========== ([ H H P Kk ==========
# ¥ Fi% £: (V_phi(s) - R target) 2

values = value_net(states).squeeze(-1)

value_loss ((values - returns) ** 2).mean()

i cocooooees @ §h 4k ocoossssse
total_loss = policy_loss + value_coef * value_loss

W ES T2

with torch.no_grad():
# EPKLEE (BT EE%%Eb)
approx_kl = ((ratio - 1) - (new_log_probs - old_log_probs)).mean()
# MW HB (B MR )

clip_fraction = ((ratio - 1).abs() > clip_epsilon).float () .mean()

info = {
"approx_kl': approx_kl.item(),
'clip_fraction': clip_fraction.item(),

'ratio_mean': ratio.mean().item(),

return total_loss, policy_loss, value_loss, info

9.5.3 MHIH—t

Listing 5: fL¥#IH—1k

def

normalize_advantages (advantages, epsilon=1e-8):

nnn

S $#ATH—f: A_norm = (A - mean) / (std + eps)

5
advantages: J& #& 1 # f& it
epsilon: WOk BN T K
R [

B — L JE W%

nnn

return (advantages - advantages.mean()) / (advantages.std() + epsilon)
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9.54 PPO JIZifiEh
K LR AR A e B ISR -

Listing 6: PPO iJl| 2% 3= 51

def train_ppo(env, policy_net, value_net, num_iterations=1000,
steps_per_iteration=2048, num_epochs=10, batch_size=64,
gamma=0.99, lam=0.95, clip_epsilon=0.2,
lr_policy=3e-4, lr_value=le-3, value_coef=0.5):

nnn

PPOI| 4 £ B &
5%
env: 7825
policy_net: KB W % (Actor)
value net: B % % W % (Critic)
num_iterations: I % % R
steps_per_iteration: H X X R E W F K
num_epochs: & 4 % )| %4 B epoch %
batch_size: mini-batch K /)
gamma : I B T
lam: GAE % #
clip_epsilon: PPO & B & &K
1r_policy: o5 {45 % T E
lr _value: B %W %S %
value_coef: BERHERALKRZEK
# k2
policy_optimizer = torch.optim.Adam(policy_net.parameters(), lr=
lr_policy)
value_optimizer = torch.optim.Adam(value_net.parameters(), lr=1r_value)

for iteration in range(num_iterations):
4 ========== % — F: W E K ==========
data = collect_trajectories(env, policy_net, value_net,

steps_per_iteration)

# =esms=s=== H =% f HOAER Hf B Af ==========
advantages, returns = compute_gae_and_returns(
datal['rewards'], datal['values'], datal['dones'], gamma, lam

# EH -

advantages = normalize_advantages (advantages)

# % 4 4 tensor

states = torch.FloatTensor(datal['states'])

actions = torch.FloatTensor(datal['actions'])
old_log_probs = torch.FloatTensor(datal['log_probs'])
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59

60

62

63

64

66

67

68

69

70

86

87

88

89

advantages = torch.FloatTensor (advantages)

returns = torch.FloatTensor (returns)
e S S g‘; Z il; : % epoch T/t {JC SEEEEE
num_samples = len(states)

for epoch in range (num_epochs):
# FE AL AT AL B

indices = np.random.permutation(num_samples)

# Mini-batchil] %
for start in range (0, num_samples, batch_size):
end = start + batch_size

batch_indices = indices[start:end]

# 3 Hlmini-batch

batch_states = states[batch_indices]

batch_actions = actions[batch_indices]
batch_old_log_probs = old_log_probs[batch_indices]
batch_advantages = advantages[batch_indices]

batch_returns = returns[batch_indices]

total_loss, policy_loss, value_loss, info =
compute_ppo_loss(
policy_net, value_net,
batch_states, batch_actions, batch_old_log_probs,
batch_advantages, batch_returns,

clip_epsilon, value_coef

# E 3 %
policy_optimizer.zero_grad()
value_optimizer.zero_grad()
total_loss.backward()
policy_optimizer.step()

value_optimizer.step ()

# R W RKLHCER K, %% R
if info['approx_k1'] > 0.02:
print (f"Early stopping at epoch {epoch} due to large KL:
info['approx_k1']:.4f}")
break

# THINA R
if iteration % 10 == O0:
print (f"Iteration {iteration}: "
f"policy_loss={policy_loss:.4f}, "

f"value_loss={value_loss:.4f}, "
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90 f'"clip_frac={info['clip_fraction']:.2%}")
91

9 return policy_net # & [ | % # o % 8 W %4

9.5.5 MgEkk Pl
5 2 A TR B W 2 25 R R 3 -

Listing 7: Actor-Critic [ 2% 451

import torch.nn as nn

from torch.distributions import Categorical, Normal

| class PolicyNetwork(nn.Module):

| e kmE% (BHHEEE)
6 def __init__(self, state_dim, action_dim, hidden_dim=64):

7 super () . __init__Q)

8 self .net = nn.Sequential(

9 nn.Linear(state_dim, hidden_dim),
10 nn.Tanh (),

B nn.Linear(hidden_dim, hidden_dim),
12 nn.Tanh (),

13 nn.Linear (hidden_dim, action_dim),

16 def forward(self, state):
17 logits = self.net(state)

18 return Categorical (logits=logits)

21l class ValueNetwork(nn.Module):

| U E KRG

23 def __init__(self, state_dim, hidden_dim=64):
2 super () . __init__Q)

25 self .net = nn.Sequential(

26 nn.Linear(state_dim, hidden_dim),

27 nn.Tanh (),

28 nn.Linear(hidden_dim, hidden_dim),

29 nn.Tanh (),

30 nn.Linear(hidden_dim, 1),

33 def forward(self, state):
34 return self.net(state)

371 class GaussianPolicyNetwork (nn.Module):

W v EmE% (EEHERE, BEHEEE)
39 def __init__(self, state_dim, action_dim, hidden_dim=64):

37




super () .__init__Q)
self.shared = nn.Sequential(

nn.Linear (state_dim, hidden_dim),

nn.Tanh (),
nn.Linear (hidden_dim, hidden_dim),
nn.Tanh (),
)
self .mean_head = nn.Linear(hidden_dim, action_dim)
# log stdf A T ¥ J 58 (FKIFKRA)
self.log_std = nn.Parameter (torch.zeros(action_dim))

def forward(self, state):
features = self.shared(state)
mean = self.mean_head(features)
std = self.log_std.exp()

return Normal (mean, std)

AT 9.18 (SEIHE KL EE).
LBtk TR SIAEEACH., fE6# (s, a,7, 8", log mowa(als))
2. VLIRS I GAE [jiffii 45 Ay, JFHTIA—1k
3. % epoch fitfk: TE[F-—HEE LIlZRZE 4 epoch, 7853 FI A
4. IRWPLH: W) torch. clamp SCHL L R EH DY
5. WM M KL HUE, s R pidst ik DAPRIS R 1
6. S BSIRAEZ: Actor FI Critic AT DASH A Al 2y 3] 3

232 9.19 (YIIZ5k ).
PPO IIZR5e i, AT R SR M4 79 (Actor) . {ERRELMZE Vi (Critic) (UAEIZRidAEH
M ERBAT, HRREATEEE, WRAEFE.

10 BRPhECRIAY B

e MR AT, KR (s, o) MR EIEAH . BXEFZ LB (WG RS SOFR
i), ARMETF Tt — AN ER Y 22 5l e 4% . RLHF (Reinforcement Learning from Human Feedback )
A% O AR - AN 7 B0 2 > SR R, T FH X 12 20 B 1 22l ok B0 SRS

AT AR R EA B, U4 Bradley-Terry A1, M it 5tk 27 ~J S8 Jil R B0 7%
PAS B A B i U 2R S PR

10.1 I g 2092 il e 8%

1011 f)iSiee

A HRATE — RS 7 (ANESAESL), A o (WHPRE), KA v (ks
B ) o FRATH H bR ik SRS AE N S b B i
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B WxE : N el i DA S X Bl s 3k
firt e R -

L AE A2t T b (MR )
2. MHBEHE T E 2RI R AL 7o (2, y)
3. A>T I B 2 il R 5 1 58 Ay ) DR SR

10.1.2  fabf B
& 101 (5. i Edide D =7c (z, yw, yi) A
<zt A (prompt)
© Yoo NEMWEFRHEIH (winner, BUFRYIEIE)
oy AR (loser, B Z2[1%)
WCE Y =y | o, TR mERwA v, KRN v oy I,
22 10.2 CHF A e AR5 7 ).
o AR Y 1E AZRUA L B A Hak AREHEA I 402 7.3 407 BEHR. B3
o bRUEEGE—: AFEFREEE X0 Er BT REAN R, (HER BT
o GEVEHE: FATH A N TR MBI N L T, TR IR 4
10.2 Bradley-Terry Ri%

Bradley-Terry F5i g — 22 M O MERARA Y AR FERERS80s H HE BB AE Y 55 ) 50UR 20 %

10.2.1  BaRYiE i

72 Y 10.3 (Bradley-Terry #5%4). fREREAEI v A — MM TR r(y) € Ro BB FHAE
T yr Ml yo B, y1 BEm AT B -

_ exp(r(y1)) — o lr(un) — 1
PO ) = et + explr(y) W) 0 “

Hero(z) = 1+1€,z 12 sigmoid pR%L.

292 10.4 (B R
Bradley-Terry FZU fh#% ORI A2 -

© BAEIAE N ERE r(y)
o BRERZEHBOR, R eI P AR
© Lr(y) =r(y2) B, PIEBOEHIIHERA R 50%

* Yr(y) > r(y) B, Py = y2) — 1
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10.2.2  Sigmoid YR
1T Bradley-Terry BRI Sigmoid pRAL, FATSCIIBUH I
fird 10.5 (Sigmoid bR AP 57).

Lo o(z) = = = 15=

2. filf: o(z) € (0,1), AIEREMITR

3. WBRtE: o(—2) =1-0(z)

4. 8 o'(2) = o(2)(1 - 0(2))

5. HRBILRMRR: Hp=o0(z), Wz=Ilog:L (logit Ki%k)

Proof. FATUERXIFRMEAN SR AT
X FRYE -

FH:

’ d 1 e ”?
U(z):dz<l+e_z> - (14 e%)2
_ 1 e 1
T l4e? 14e =o(2) 1+e?
— () (1—o(2))

10.2.3 Bradley-Terry 12 #i: 5
Bradley-Terry fZU A DA Z Ay BEHE T, % HL45 th BT FEALAION B4
58 10.6 (Bradley-Terry 5841 BEALSUT HES). RIZANRIELEL y1 F yo B, BENEIRIRON A -

Ur=r(y)+e (41)
Us = r(y2) + €2 (42)

Hor €1, eo 7ML 311 Gumbel MRS WA RVESE y1 ARy :

P(y1 = y2) = P(Uyr > Uz) = o(r(y1) — r(y2)) (43)
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Proof. Gumbel 231 2RI RECH F(z) =e ¢ ",

P37 Gumbel FEHLAS &2 ZE /R Logistic 73477, B €1, e2 ~ Gumbel(0, 1) 157, )
€1 — ez ~ Logistic(0, 1).

Logistic 4l REV R ECH F(x) = o(x).
FS)line

P(y1 = y2) = P(U1 > Us) = P(r(y1) + €1 > 7(y2) + €2)
= P(ez —e1 <r(y1) — 7(y2))
=o(r(y1) —r(ye))

212 10.7 (Gumbel M55 30). Gumbel WAL B AR HIW A7 AEREBLIE -
o B r(y1) > r(y2), AEWATREMIRIEERE vo
o MRS TSI A ENE . R — 2
o XHHEMAE (EritiFaf R&h) ERE%R

10.3 BB XYy Il 25

10.3.1 e RDURAGTE

SR ITERSE D = {2, o)y, AT BB R vy (2, y) LA EE.
5 X 10.8 CREL I SR K. HRHE Bradley-Terry %L, U] i iF BB IR

N
£(0) = [Pl - o 129:0) = Ib0¢,% o, y")) (44)
i=1
L 10.9 KL R ). BOUEIIE, TR L%

Lru(¢ Z—*nga(w D, 5) = o2,y ")) @)

it Ary = rg (@@, y0) — g (2@, y) W8 i ARERRRENZ, W

Lra(9) =~ Z log o (Ar;) 46)
i=1

7232 10.10 (45 5% bR HCA ELULHEAR).
KA —logo(Ar) HIFTR:

* Y Ar — +oo (IEFAFIN, EFEER) B, o(Ar) =1, ik =0
e WM Ar=0 (LX) B, 0(0)=0.5, ik =log2 ~ 0.693
* M Ar — —oo (FFEFN) B, o(Ar) =0, ik — +oo

P, s/ MRk eSS o, BRI %y SEARAY R -

41




10.3.2 5 R WL R

i 10,11 GRS T 40 2650 U SRR (B) S0 T LA R M I Y 2
SUpER K

o B RIhE Ar = re(x, yw) — To(x,01)
s W& y=1 (yo BERIEWHER)
o Tl: g =o(Ar)

TR N
BCE(y,9) = —[ylogy + (1 — y) log(1 — 7)] (47)

By =10
BCE(1,0(Ar)) = —logo(Ar) = Lrm (48)

232 10.12 (L3RR EA)).
XA G5 AP R A AT T DA B T R R 2 ST ME B P i Ty 2R A U A R R A (A
torch.nn.BCEWithLogitsLoss) RillZxial, HFER Ar /R logit #i A, W&HEH 1.

10.3.3 BEEES T
i 10.13 RN  IARE D). XFT BAEER (2, yw, w1) , R K TSE 6 MBRERN:
VoLrm = — (1 = o(Ar)) - (Vere(z, yw) — Vers(z,ur)) (49)

;H\:EP Ar = T(ﬁ(xayw) - T(ﬁ(l‘a yl)°

Proof. ¥ Ar = r14(x,yuw) — ro(2,01), KA L = —loga(Ar).
Fh TR )

Vol = — o' (Ar) - VyAr

o(Ar)
A o'(z) = 0(2)(1 - o(2)):

o(Ar)(1 — o(Ar))
o(Ar)

= —(1—0(Ar)) - (Vere(x, yw) — Vere(z,y1))

Vol = —

- VgpAr

$249% 10,14 (BERERO EDFRAR). Rt (B9 187% T INgishas
o ZE (1 —o(Ar)) BFUNEIRFZE

- HHMERER (Ar K, o(Ar)~1), WRMELO0, #HE/N
- ARG (Ar N ), MARECR, BEEER

« BB K ro (s yw) s WD ro(z, u1)
o g — M EERALR . BT SRR B, TERMEREAS R 2
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104 BB A
I B RUHF 3050 B0 24 5 F O 6 B b 2.

10.4.1  JEARZH

2 10,15 (FETE F BB R A, 45 % I ZhiE S8 encoder (5 decoder [ B AECIRAS )
iRt SR
r4(x,y) = Linear(LMg([2; ¥])1ast) (50)

Hrpe
o [z y] FoRrEmA « M y PhE
LM (1ase F7RTH 5B 5> token [IEBCRES
* Linear j&— /™ FU RSB 2 b i) &k =

7212 10.16 ChfH4 &5 — 4 token? ).
i H e f—> token Y BRRCIR S R -

o EHEBIIESEAY, 51 token BRBCIRSE S TR TFIEE
o XERMT 7 FAES5 HEA] [CLS] token
« WATPAREBTA token -F-353tAL, (RS2 H fe 5 — 1 token ORI /RS 4F

10.4.2  ZEIBOU RIS

21T 10.17 (ISR IR L)
SRR B TN G S AL (ANRIONS 55 Y B AR AL M IG IRAS ) WTda Ak :

o AR ISR
o MERIZ: BEYLRIIRIL GER BT %)
XA IR AT A AL R R C 2 R B R F HIRE 1, eI A a2 ikt

10.5 SR ARS8l
1051 Ry

Listing 8: JJhiAL 1) L

import torch
2| import torch.nn as nn

;) from transformers import AutoModel

5| class RewardModel (nn.Module) :

ETHNGE=HAHEpER
nmmnn
def __init__(self, model_name, hidden_size=None):
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43

44

45

46

47

48

49

def

super () .__init__Q)
# I RFINLEEHD
self.backbone = AutoModel.from_pretrained(model_name)

# RBRKE 4 &
if hidden_size is None:

hidden_size = self.backbone.config.hidden_size

B FETE Y P T E Y

self.reward_head = nn.Linear (hidden_size, 1)

forward(self, input_ids, attention_mask=None):

nnn

R BN W XA

e
input_ids: token ids, Wk [batch_size, seq_len]
attention_mask: JE E H # #, Ik [batch_size, seq_len]

B
revards: ¥ i, Ik [batch_sizel

# AR EZHABRBERA

outputs = self.backbone(1nput_ids=input_ids, attention_mask=
attention_mask)

hidden_states = outputs.last_hidden_state # [batch_size, seq_len,

hidden_size]

# KRB &5 — Ntokenfy KK &
# T2 FEHRIAEFEANFI F&KE— ) Epadding tokent fL B
if attention_mask is not None:
# REEFENFH LR KE
seq_lengths = attention_mask.sum(dim=1) - 1 # [batch_size]
batch_size = hidden_states.size(0)
last_hidden = hidden_states[torch.arange(batch_size),
seq_lengths]
else:
last_hidden = hidden_states[:, -1, :] # [batch_size,

hidden_sizel

# I HE R

rewards = self.reward_head(last_hidden).squeeze(-1) # [batch_sizel]

return rewards

10.5.2 P PRELIHEE

44




Listing 9: SR 1 R 1145

def compute_reward_model_loss(reward_model, chosen_ids, chosen_mask,
rejected_ids, rejected_mask):

nnn

& ¥ ph # A By Bradley-Terry # %

% %0
reward model: ¥ Jj £ A&
chosen_ids: 1 % %r B Y token ids, Ik [batch_size, seq_len]
chosen mask: f§#F# 4 ¥ attention mask
rejected_ids: 3 f% %F # ) # token ids, Mk [batch_size, seq_len]
rejected_mask: 3 f % % i} # attention mask

R [E
loss: ]
accuracy: T Y # F (X ) # A % chosen B & 4 ¥ It )

# WHW N R

chosen_rewards = reward_model (chosen_ids, chosen_mask) # [
batch_size]

rejected_rewards = reward_model(rejected_ids, rejected_mask) # [

batch_size]

# R =

reward_diff = chosen_rewards - rejected_rewards # [batch_sizel

# Bradley-Terry il % : -log(sigmoid(r_chosen - r_rejected))
# % Y T BCEWithLogitsLoss, H ¥ logit = reward_diff, target = 1

loss = -torch.nn.functional.logsigmoid(reward_diff) .mean()

#OHERAE R T EE)
with torch.no_grad():
accuracy = (reward_diff > 0).float () .mean()

return loss, accuracy

10.5.3  YNZDGA

Listing 10: R I ZRIE

def train_reward_model (reward_model, train_dataloader, num_epochs=1,

learning_rate=1le-5, device='cuda'):

nnn

Y 4 % A
%
rewvard_model: ¥ phk A
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48

train_dataloader: 7

Xt
num_epochs: Y 2k %
learning_rate: B3 E
device: &% &

nnn

reward_model = reward_model.to(device)
optimizer =

learning_rate)

reward_model.train()

for epoch in range (num_epochs):
total_loss = 0
total_accuracy = 0

num_batches = 0

for batch in train_dataloader:
# 1% & batchf, 4 :

rejected_mask

chosen_ids,

chosen_ids =
chosen_mask =
rejected_ids =

rejected_mask =

# T H X
loss, accuracy =
reward_model, chosen_ids,

rejected_ids, rejected_mask

# KMt
optimizer.zero_grad()
loss.backward ()
optimizer.step()
total_loss += loss.item()
total_accuracy += accuracy.item()
num_batches += 1
avg_loss = total_loss / num_batches
avg_accuracy =
print (f"Epoch {epoch+1}/{num_epochs}:

={avg_accuracy:.2%}")

return reward_model

| % # o % %, & Mbatch@ &

chosen_mask,

(chosen, rejected)

torch.optim.AdamW (reward_model.parameters(), lr=

rejected_ids,

batch['chosen_ids'].to(device)
batch['chosen_mask'].to(device)

batch['rejected_ids'].to(device)
batch['rejected_mask'].to(device)

compute_reward_model_loss(

chosen_mask,

total_accuracy / num_batches

Loss={avg_loss:.4f}, Accuracy

10.5.4 {13 Dk
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Listing 11: {1 Jlj A2 b A T3 00

S}

def score_responses(reward_model, tokenizer, prompt, responses, device='

cuda'):

nnn

Xt % B A AT F 4

5
reward_model: | % % # X fh 45 A
tokenizer: ARl
prompt N T
responses: B 2 7| %K
device: it E R &

R H
scores: % [ & B ¥ i 4 %

nnn

reward_model.eval ()

scores = []

with torch.no_grad():
for response in responses:
# P # prompt firesponse
text = prompt + response
inputs = tokenizer(text, return_tensors='pt', padding=True)
input_ids = inputs['input_ids'].to(device)

attention_mask = inputs['attention_mask'].to(device)

# W HE X
reward = reward_model (input_ids, attention_mask)

scores.append (reward.item())

return scores

s\ # A 7w Bl

prompt = "HHBEH LA RN EF T "

responses = [
"MBXFIRAIE®RN -2 X, EETENEEAEZEFTEST. ",
"AEE. ",
"NEFIUNFN BRI ZB AR #E, TFEAHE. "

]

scores = score_responses (reward_model, tokenizer, prompt, responses)

ol # ' e £ [0.82, -1.23, 0.95]
s\ # R EANEERET, F_IM&RE
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10.6  HZ R 32

232 10.18 CGRABIL R R ).
IR ARTESE, FAEAT A

L sz R AAE N SRR 70 A S0 T eSS AN TSR 70 2K

2. Rihx% (Reward Hacking) : SRS AT BB 2 SRR A IR , A Bidims 2 (RS B o
Z= (1) i i

3. MAF BRI . NSRRI — B, MR TR
4. IR AR EBA B, HAMRERA R

7212 10.19 (% i Reward Hacking [/ /5 ¥E).
N T 22 Reward Hacking [F)#, A HARALHE

KL &3l 1E PPO YIIZk il 5 25 Hm iy KL B8] (W F—#)
o RHERYY: PRI EIRITER, B A (E

o RMPBRARNK: (T 2 R R T

o FRENTH BEE RSt WA A T 2R A 2

10.7 RLHF i PPO Il
BT 25/ 2317 PPO B3E0 T — (3R k2% > 374% . ¥ RLHF (Reinforcement Learning from
Human Feedback) Ht, AT BERF 15 5 AL A pUd AR AR Ry 5 4027 T TR0, H-RF It i) 2
JiltEA S PPO 44y,
10.7.1 35S B A b s Ak 27 2] )it
s X 10.20 (RLHF H1 i) MDP JA50). F 15 51 A0 A i R ol T /R n] R s 4

o« AR& s+ FiA prompt z il EEAEKAY token JFI y<r = (y1,- .-, ye—1), Bl st = (2, y<t)

© Bhfiz ar: AEIER Y PR —A token y

o SN mo(arlse): T H BRI AR 7o (il e, y<i)

o REHR: HEMHEYE, s = (2, y<)

o B AR AR R A S 1 (LF 30)

212 10.21 (G2 4L RL {1y X 51).
RLHF 1) RL A7 JLARIRZ AL :

L e tbders e GueiRaSmEhfE, FRESEMER (LB M—1 token)
2. WD 2R RAE PO A ET RIS e, PR RN O

3. Kahfieaiil: shiEzsabe B2, EHA 80T 2% 711 token

4. BRIFH: AEE A S A ]
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10.7.2 3phid et
£ RLHF w1, BRflisk B sy AL 373 A KL 557
s Y 10.22 (RLHF ek 50, X T2 B AT H y = (yi, .- yr), BEIEE XN

R('T, y) = T(b(:Ea y) - ﬁ : KLpenalty(x, y) (51)

o
o rg(w,y): SRIBRLE ) 204K
* B>0: KL &SI R4
* Klpenany (%, ) : g5 275 M 2 (0] KL HUE T
& Y 10.23 (KL G THRD). KL 3G 1 token RITHE., SRE KA

oyl @, y<t)

KL x log (52)
pena]ty y Z 7Tref yt‘af y<t)
Ho mer S H MG, WHZ SFT (MBI ) Rz,
Ff KL RSS2 ) -
Ri.y) = ro(e.1) 52: 4;@&%2 (53)

7Tref yt ’x y<t)

5212 10.24 CHA4FEE KL FER? ).
KL 7T VE R B 1R SRNE o {25525 M Trrer I :

1. Bjjil: Reward Hacking: {5045 KL 295Uy, ST A2 M SRSt , 2B Bl 7B
SEBRBTREZEM SCA (AN . TR SR S Y 2 )

2. IRERIE SRR BSR4 A SFT izl B RIFHESEE . KL ZET
PRARAL JG R RLUAR £ =X BERE )

3. WIECRI B . R H AR BRIVECE ISR, A a AR T 5. KL 2557 FR
MR 2R B 2 Al A AN W] i ) DX I
10.7.3 3% token #Jjl4r Bl
i T PPO 5 AR NIFRI2E (4385l , 1 RLHF 22 il 7 50 ), AT BR324

token,

X 10.25 (3% token S 4M). — Fve WL A0 REAF S BB 40 HOHAE B R — A token, KL 18
$11% token {1754 :

7Te ytfiﬁ Y<t) ift<T
T
7Tref yt| 3/<t) ‘ ) (54)
(z,y) 7T9(?JT$ Y<r ft=T

7na(yfﬂw Y<r)

Bl A token R KL 41, fiz)—> token [A] #4522 RS2 70 A KL £E37)
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10.7.4 RLHF-PPO )53 i

& Y 10.26 (RLHF-PPO Il 535 F2).

Bk

© SR mer (I SFT AR, YRl b ikas)
o REEAL rg (BN, INZad R dhRSs)

o RROUALISREIE mo (RILRALR Treer I RIAS)

« {HREV,, (Critic, BEMLRIIRILEN mer WITRLE)

NZRIEER:

1.

2.

RRE: M prompt HHSE HRAE—HE prompt {2V}

HERR 4TSRS o AN prompt A RIS 4D ~ 7 (2@, [RIBHEFEAEA token [ log
W% log mo (ye|x, y<t)

R ) -
o JHAMRIH I 1y (200, y @)
* }%%%%%mg‘ﬁ‘ﬁ log 7Tref(yt|x> y<t)
o 1% token 2 (2470 (B)

PFEROESS BRI Vi, A GAE HHHLIESH it A,
PPO i i :

« J1I PPO #5 H bR B BT 5 7
o TR R TR A Vi

6. HEE PP

10.7.5  fRRSsEBL

Listing 12: RLHF-PPO 4% [0

def

compute_rlhf rewards(policy_model, ref_model, reward_model,

input_ids, attention_mask, beta=0.1):

nnn

it ERLHF ¥ 4 3% token ¥ Jil

W

x@/(

N r
B

policy_model: ¥ 7] % B4 4% A&l

Pan

ref _model: HEER (K %)

reward_model: ¥ & A (% %)

input_ids: £ W T % 7 5| [batch_size, seq_len]
attention mask: ¥ = 5 ¥ A

beta: KLE 5 R %
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45

46

47

48

49

50

def

rewards: & token ¥ Jjj [batch _size, seq_len]
kl_div: KL% B (AT & #%)
with torch.no_grad():
# WA E B loghE %
ref_logits = ref_model(input_ids, attention_mask).logits
ref_log_probs = torch.log_softmax(ref_logits, dim=-1)
# 3k Bl 5L P token By log i &
ref_log_probs = torch.gather(ref_log_probs[:, :-1, :1, 2,
input_ids[:, 1:].unsqueeze(-1)).

squeeze (-1)

# 3 H % W W Log B %

policy_logits = policy_model (input_ids, attention_mask).logits

policy_log_probs = torch.log_softmax(policy_logits, dim=-1)

policy_log_probs = torch.gather(policy_log_probs[:, :-1, :]1, 2,
input_ids[:, 1:].unsqueeze(-1)).

squeeze (-1)

# I HKLH & : log(pi_theta / pi_ref) = log_pi_theta - log_pi_ref
kl_div = policy_log_probs - ref_log_probs # [batch_size, seq_len-1]

# KL 51 fF 4 5 Xy
kl_penalty = -beta * kl_div # [batch_size, seq_len-1]

with torch.no_grad():
# A HEEMER K (EAFI)

rm_scores = reward_model (input_ids, attention_mask) # [batch_sizel

# M ¥ & token ¥ 5l

rewards = kl_penalty.clone()

# 4 KR A H B R B — D token

seq_lengths = attention_mask.sum(dim=1) - 2 # /5 — /> 4 & tokeniy (I &
for i in range(rewards.size(0)):

rewards [i, seq_lengths[i]] += rm_scores[i]

return rewards, kl_div.mean ()

rlhf_ppo_step(policy_model, ref_model, reward_model, value_model,
prompts, tokenizer, ppo_config):

nnn

RLHF-PPO B — N il 4 ¥ B

5
policy_model: KBk # Al (£ 18 1)
ref_model: HEHH (K &)
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60 reward _model: ¥ G A (% %)

61 value_model: f{H & % # A (# i 1)

62 prompts: i N prompt 7| &

63 tokenizer: A iR 2

64 ppo_config: PPOE. & (& % beta, clip_epsilon, gamma, lam%F)
65 e

66 # F—F EREE

67 prompt_ids = tokenizer (prompts, return_tensors='pt', padding=True)
68

69 with torch.no_grad():

7 # A K A K

71 generated = policy_model.generate(

72 prompt_ids['input_ids'],

73 max_new_tokens=ppo_config.max_new_tokens,
74 do_sample=True,

75 temperature=ppo_config.temperature,

76 pad_token_id=tokenizer.pad_token_id,

71 )

78

7 # B % WEEM

80 rewards, k1 = compute_rlhf_rewards(

81 policy_model, ref_model, reward_model,

82 generated, attention_mask=None, # 7 % IF # 1) attention_mask
83 beta=ppo_config.beta

84 )

85

% # F=F%: W HE R LA GAE

87 with torch.no_grad():

88 values = value_model (generated)

89

90 advantages, returns = compute_gae_and_returns(

91 rewards.cpu() .numpy (),

9 values.cpu() .numpy (),

93 dones=None, # & Z R L FF I ALE

94 gamma=ppo_config.gamma,

95 lam=ppo_config.lam

9 )

97

% # %% PPOEFH (% /| epoch)

% # 5 7% PPOME B, AL A

100

101 return {

102 'mean_reward': rewards.sum(dim=1) .mean().item(),
103 'mean_k1': kl.item(),

104 T
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7212 10.27 (RLHF-PPO 5#5if PPO #Y 325 X ).

7212 10.28 (Y| ).

yiiil ki PPO RLHF-PPO
KRR | PR EREA T | RIMEA + KL &5
Rl | FHA FEEEFSIRRE
BONAR | o KL B &
S5 | o i RS S B
ShEzSTE | R AR (BoigE)

RLHF-PPO JI|45:5¢ G

o DR AL SR SRIBASAL o (EIXS S5 RO TE SR

« BI QREBE Vy (BUBTING) . S o (TR T RS . SR
BT VEA)

re (PIBELR

RETREN AR IR RTE SR .

11 Kt

111 Bl AU

LG

2 AR

e UG Ry = Y0 0 regn

{H PR V7™(s) = E[Ry|st = $]

Q %K Q" (s,a) = Ex[Ri[st = s,a; = d
3 AL A"(s,a) = Q" (s,a) — V" (s)
TD {32 6t =11 + YV (se41) — V(st)
GAE (GEX) | A= 320(vN)! s

GAE (i1fE) At =0t + ')’)\At+1

TSR Coy R g ri(0) = We(at‘st)/ﬂ'eold(at‘st)
PPO # 7 H#% | LY = Ey[min(r Ay, clip(ry, 1 — €, 1 + €) Ay))]

FeA% 2: PPO LA

11.2 ]\ REINFORCE % PPO [1yiiilk
1. REINFORCE: JBLtSemsib iz, i H SRR i

e

1R 5 2%

Vo =E[Y_ Vglogmg(ar|s;)Ri]
t

2. i 22k REINFORCE: 5 ARASH LR T5 2=

Vo =E[Y_ Vglogmg(ar|s:) (R — b(sy))]
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3. Actor-Critic: i 2> {E R EVE L, T TD iR
4. GAE: “Pfiifm2s 5 24k 1T

Z (YA) 5t+l
=0

5. TRPO: @it KL 2y i & 5
6. PPO: F#EBHARE B, Fifksesl

LCLIP

113 #hseuEm]
11.3.1 GAE JERX B: Al Sfli sz %

= E[min(r; Ay, clip(ry, 1 — €, 1 + €) Ay))]

AGAE = RV — V(s1) (55)
AT 20 (YA) 64y = RY — Vi(sy).
Proof. FEIEIF A-FHRIE X :
R(A) i n— lR(n)
o:o n—1
Z <Z ’}/k’f't+k: + ’YnV(St+n)>
n=1 k=0
ARG K23l -
oo n—1
_ )\) Z )\nfl Z 'Ykrt+k
27 Tetk Z )\n 1
n=k+1
N3 e 2
k=0
Z(WA) Tt+k
k=0
PO RIEETTE
=) Z )\n_l’YnV(St+n)
A)y Z V(St4n)
n=1
Ay Z V(st4m+1) (BPm=n-—1)
m=0
I - N _
R =>"(yN) ren + 0=y Y (PN "V (st4m1) (56)
k=0 m=0
|

BAEE R — V(sy):
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Proof.

(YN *repr + (1 = Ny

NgE

RV = V(s:) =

NgE

b
]
o
3
Il

0

H—JiT, JEIT GAE & XK

3

> (N O =D (N et + AV (seqi41) — Vseq)]

I
o

Mz

G +’YZ YNV (st4141) Z(%\

=0

Il
<}

X FELBR O, HEATRCAS -

’YZ YNV (8e4141) Z V(st41)
=

=) =0

= Z(’W\)IV(SH!H — V(st) Z V(st41)

=0 =1

)+ > (N IV (se4041) — YAV (se4241)]
=0

—V(se) + 71 =N D> (WN'V (st4141)
=0

FEXRA, 5

(N e =D (W) e + 91 = 2) D (YN V (seq141)
=0 =0

%5 iR RO — V(s) 5245

NgE

l

Il
<}

YNV (st4m+1) —

V(st)

3t+l

= V(st)

|
11.3.2 GAE JER C: i
Ay =0+ YA A (GAE-C)
Proof. M Xt %
A= (V) et
=0
=0t + Z YA) 5t+l
=0t + YA Z(’Y)\)FI@H—Z
=1
=0+ D> (PN 0p1tm (Am=1-1)
m=0
=0t + ’Y>\At+1
|
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11.3.3  \-ERJEIFIEEgNHE S
G 111, M- [l 4R 0] DAEFF N -

> o0
=3 N ek + (L= A7 Y AV (st
m=0

k=0

Proof. MESLHIK: )
Ri)\) = (1 — )\) Z )\n—lREn)

n=1

Horprn B IRRCN -

R(n) Z Y Ttk —+ ")/ 8t+n)

FFHATA i
Rg/\) =(1-X) Z At (Z Vrek + »y"V(an))

n=1 k=0
G 5 2R il A L PR 30 -
Bl

9 n—1
=% Z A Z Voresk
n=1 k=0
SRR . WFEE k, IR n > k+ 1 B

Z'V Ttk Z P\t

n=k+1
n—1 k k o A
ZA = NF o= S
n=k+1
PR 2 i 3 Ay N )
(]. = )\) Z’Y Ttk * Z 'Y)\ Tisk
LY k=0
(1—=X) Z )‘nil’}’nV(st_Fn)
n=1
= (1= )7 ()" V(se4n)
n=1
= (=2 Z YNV (St4m+1)
m=0
EITI I
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1134 SEMSIRTPEIR

i 1.2, X F BRI p = (b1, -, on), W H(p) = — 32, pilogp; /2
1 dEfutE: H(p) >0
2. BRAE: B HALY p NI oA U OE log n
3. BME: MEARY p WS (A pi=1) B HUR/IME 0

Proof. EHPE: WT ps € [0,1], F logp; <0, fit —p;logp; > 0.

e RAf: HHAASEIHF T, & L=—>,pilogp; — p(3;pi — 1),
oL
Opi

1S pi = e T XA MR, S5E Y, pi=1, Bpi=1/n.

oMb S5 p =1, Hpyp =00, H(p) =—-1-logl =0,

= —logpi—1—-pn=0
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